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Heat Transfer Enhancement by
EHD-Induced Oscillatory Flows
Prior numerical solutions of electrohydrodynamic (EHD) gas flows in a horizontal chan-
nel with a positive-corona discharged wire have revealed the existence of steady-periodic
flows. It is speculated that heat transfer by forced convection may be greatly enhanced by
taking advantage of this oscillatory flow phenomenon induced by electric field. To verify
this speculation, computations have been performed for flows with Reynolds numbers
varying from 0 to 4800 and the dimensionless EHD number (which signifies the effect of
electric field) ranging from 0.05 to �. The results show that heat transfer enhancement
increases with the applied voltage. For a given electric field, oscillation in the flow and
temperature fields occurs at small Reynolds numbers. Due to the presence of oscillatory
secondary flows, there is a significant enhancement in heat transfer.
�DOI: 10.1115/1.2241761�

Keywords: electric fields, enhancement, forced convection

Introduction
Enhancement of heat transfer using electrohydrodynamics

�EHD� has been a subject of major interest for many decades. The
mechanism for this heat transfer enhancement technique is gener-
ally attributed to the electrically induced secondary flow, which is
also known as ionic wind or corona wind. The EHD-induced sec-
ondary flow can be thought of as a micro jet issued from the
charged electrode to the grounded heat transfer surface. The net
effect of this secondary flow is additional mixing of the fluid and
destablization of the thermal boundary layer, thus leading to a
substantial increase in the heat transfer coefficient. Due to the
complications involved, previous studies were mostly conducted
by experiments and had primarily emphasized the role of the elec-
tric body force in the creation of secondary flows �1–4�. While
very limited numerical results have been reported on the interac-
tion between the flow and electrostatic fields �5–10�, numerical
studies on heat transfer enhancement by electric field are even
scarcer �11–14�. Since excellent reviews of the previous studies on
this subject have been documented in the literature �1–4�, they are
not repeated here. For brevity, only those related to the present
study are discussed below.

The first numerical study on EHD flows was reported by Ra-
madan and Soo �5� on the analysis of positive corona wind. Their
results show that in the absence of any external flow, the electric
body force creates a jet originating at the wire and streaming
toward the ground plate. Yabe et al. �6� predicted similar results.
In a more complete study of the interaction between corona wind
and a superimposed external flow, Yamamoto and Velkoff �7� pre-
dicted steady EHD flows in a horizontal channel with single-wire
and double-wire electrodes over a range of inlet velocities and
applied voltages. Prior numerical characterizations of EHD flows
have not considered the possibility of an oscillatory flow gener-
ated by electric field. It was not until more recently that the exis-
tence of EHD-induced oscillatory flows was revealed �8�. Since
oscillatory flows produce additional mixing in fluid, it is expected
that further heat transfer enhancement may be possible. Therefore,
it is the purpose of this study to numerically investigate the pos-
sibility of further heat transfer enhancement due to EHD-induced
oscillatory flows.

Formulation and Numerical Method
The geometry considered is a two-dimensional horizontal chan-

nel with electrode wire�s� charged with a dc high voltage being
placed at the centerline �Fig. 1�. The channel walls, which are
maintained at a constant temperature Tw, are electrically
grounded. Only positive corona discharge is considered in the
present study. Since the positive corona discharge is uniformly
distributed along the length of the wire, it permits a two-
dimensional analysis. Air at a uniform velocity ui and temperature
Ti is introduced at the channel inlet. This channel, which has the
exactly same dimensions as that of the previous study �7,8�, is
chosen so that the previously reported electric field data can be
used for the present numerical calculations.

For the problem considered, the governing equations of the
electrical field are given by �8�

�2V

�x2 +
�2V

�y2 = −
�c

�0
�1�

�c
2 = �0� ��c

�x

�V

�y
+

��c

�y

�V

�x
� �2�

with the boundary conditions given by

V = V0, at the wire �3a�

V = 0, along the channel wall �y = d� �3b�

�V

�y
= 0, along the horizontal centerline �y = 0� �3c�

�V

�x
= 0, along the vertical centerline �x = L/2� �3d�

For parameters considered in the present study, the ion drift ve-
locity is much higher than air velocity such that the contribution
of convective flow to the current density can be neglected. Also,
the electrodynamic and fluid dynamic equations can be uncoupled
for the same reason. Thus, the solution of the electric field can be
obtained independently of the flow equations. Although it has
been accepted as a common practice, this so-called one-way cou-
pling approach has been verified only recently �13�.

For the flow and temperature fields, the dimensionless govern-
ing equations in terms of the stream function and vorticity are
given by �13�
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where ReEHD and PeEHD are both based on the electric character-
istic velocity ue. The last term on the right-hand side of Eq. �5�
represents the body force term due to the electrical field. For the
geometry considered, the electric current involved is very small
�on the order of 10−5 A based on the measurements of Yamamoto
and Velkoff �7�� over the range of voltage applied, which justifies
the neglect of Joule heating �14�.

The boundary conditions for the flow and temperature fields are
given by

X = 0, � = 0, � = ūiY, � = 0 �7a�

X = L̄,
��

�X
= 0,

��

�X
= 0,

��

�X
= 0 �7b�

Y = 1, � =
�2�

�Y2 , � = ūi, � = 1 �7c�

Y = − 1, � =
�2�

�Y2 , � = − ūi, � = 1 �7d�

At the channel exit, gradients of stream function, vorticity, and
temperature are set to zero. These boundary conditions are less
restrictive and widely accepted. To make sure that the above exit
boundary conditions do not impose any severe constraint on the
numerical solutions obtained, calculations have been repeated for
a longer channel. Only minimal difference in the streamline pat-
tern is observed near the exit, the flow and temperature fields in
the channel are otherwise the same.

For the solution of the electric field, the numerical procedure is
identical to that used by Yamamoto and Velkoff �7�. Electric po-
tential and space charge density are determined by iterations on

Eqs. �1� and �2� with an assumed value of space charge density at
the wire ��c0�. The validity of the solution is checked by compar-
ing the predicted total current with the measured current at the
corresponding voltage. If the currents do not match, a new value
of space charge density at the wire is assumed and the calculations
are repeated. The accuracy of the electric field thus obtained has
been tested against the results obtained by a different approach
proposed by McDonald et al. �15� and Kalio and Stock �16�, in
which the electrical condition at the wire is estimated by the
Peek’s semiempirical formula �17� instead of an assumed value. It
has been found that the agreement of results obtained by these two
approaches is very good when the solutions converged. The solu-
tions of the flow and temperature fields are obtained using the
standard procedure for the stream function-vorticity formulation,
which is well documented in most numerical textbooks and is
omitted here for brevity.

The computational domain, which is the shaded area shown in
Fig. 1, is one half of the flow channel due to the symmetry about
the horizontal centerline. Accordingly, the boundary condition at
the bottom wall, Eq. �7d�, is replaced by the symmetric condition
at the centerline. Since the radius of the electrode wire �10−4 m� is
small as compared to the grid spacing used �9.375�10−4 m�, it is
appropriate to treat the wire as a nodal point. Numerical solution

Fig. 2 Transition of flow fields under the influence of electric
field „a… one wire electrode, „b… two wire electrodes

Fig. 1 A horizontal channel with „a… one wire electrode, „b…
two wire electrodes „d=3 cm, s=4.8 cm, and L=25.8 cm…
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starts with the calculations of electric field, then is followed by
solving the flow and temperature fields simultaneously. Since the
test of grid dependence has been documented in the previous stud-
ies �7,8,13�, there is no need to repeat it here. Uniform grids �
225�33 for the single-wire case and 345�41 for the double-wire
case� are used in the present study for consistency. The dimen-
sionless time step chosen is 5�10−4 so as to guarantee numerical
stability and accuracy. The stability criterion for the numerical
scheme used is given by Jaluria and Torrance �18�

	t 

1

2�� 1

�	x�2 +
1

�	y�2� +
	u	
	x

+
	v	
	y

�8�

To verify that the observed oscillations are not due to numerical
instability, the computation has been repeated with a reduced time
step �	�=1�10−4�. The results obtained are identically the same
with those using the time step of 	�=5�10−4. Calculations have
covered a wide range of parameters �10
Vo
17.5 kV and 75

Re
4800� with particular attention being placed on the stabil-
ity of the flow and temperature fields due to the added electric
field. It should be mentioned that some of the flow conditions
considered might have a Reynolds number exceeding the critical
value that is commonly accepted �i.e., Recr=2300�. However,
there was no mention about turbulent flow from the experiment
conducted by Yamamoto and Velkoff �7� for the same channel
configuration and flow conditions, which implies that it is possible
to have laminar flow for the Reynolds numbers considered in the
present study. Another reason to consider these higher Reynolds

number flows is that a better insight to the interaction between the
flow inertia and electric body force can be obtained, which will be
elaborated in the later sections. Also any turbulence generated
from flow interactions with the wire electrode�s� was not observed
in the flow field �and thus was not reported by Yamamoto and
Velkoff �7�� because of the fine wire size and short channel length.
As such, it is not considered in the present numerical analysis. To
closely monitor the development of the flow and temperature
fields, the computation is continued until a steady state or at least
three complete cycles of oscillatory flow patterns are identified.

To examine the interaction between the flow and electric fields,
it is convenient to use a parameter which can represent the ratio of
electrical body force to flow inertia. For the present study, the
parameter used is the EHD number proposed by Davidson and
Shaughnessy �19�, which is given by

NEHD =
Id

�ui
2bA

�9�

where I is the total current and A is the surface area of the channel
wall. A high EHD number thus implies that the flow field is domi-
nated by electric body force. On the other hand, a small EHD
number indicates that the flow field is controlled by flow inertia.

To evaluate the heat transfer performance, one needs to calcu-
late the heat transfer coefficient. The local heat transfer coefficient
in terms of the local Nusselt number is given by

Fig. 3 Variation of Nusselt number with time „one electrode at V0=15 kV…: „a… Re=75 „NEHD=969.57…, „b… Re=150 „NEHD
=242.39…, „c… Re=300 „NEHD=60.60…, „d… Re=600 „NEHD=15.15…, „e… Re=900 „NEHD=6.73…, „f… Re=1200 „NEHD=3.79…, „g… Re
=1500 „NEHD=2.42…, „h… Re=2100 „NEHD=1.24…
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Nux =
hDh

k
=

qDh

k�Tw − Tm�
=

Dh��T/�y�
Tw − Tm

�10�

In the above expression, Dh is the hydraulic diameter and Tm is
the fluid bulk temperature at the given location. The average heat
transfer coefficient can thus be determined from the overall Nus-
selt number which is given by

Nu =
h̄Dh

k
=

1

L̄



0

L̄

NuxdX =
4

L̄

log�1/�0�
1 − �0



0

L̄ � ��

�Y
�

Y=1

dX �11�

For periodic flows, the time-averaged Nusselt number is deter-
mined by averaging the Nusselt number over a period of oscilla-
tion and is given by

Nu =
1

�P



�

�+�P

Nu d� �12�

while for nonperiodic flows, it is calculated by

Nu =
1

�T



0

�T

Nu d� �13�

where �P is the period of the oscillation, �T is the entire time span,
and Nu is determined from Eq. �11� at each time step. It is ob-
served that, as �T becomes sufficiently large, the average Nusselt
number based on Eq. �13� approaches an asymptotic value.

Results and Discussion
In the absence of electrical field, the flow and temperature fields

are all steady. It is noticed that the steady state is reached in a
shorter period of time when the flow Reynolds number �Re
=2uid /�� is higher. The results obtained for the average Nusselt
number in general agree well with the empirical correlation re-
ported by Shah and London �20�

Fig. 4 Variation of Nusselt number with time „two electrodes at V0=15 kV…: „a… Re=75 „NEHD=1191.85…; „b… Re=150 „NEHD
=297.96…, „c… Re=300 „NEHD=74.49…, „d… Re=600 „NEHD=21.19…, „e… Re=900 „NEHD=9.01…, „f… Re=1200 „NEHD=5.30…, „g… Re
=1500 „NEHD=3.30…, „h… Re=1800 „NEHD=2.25…, „i… Re=2100 „NEHD=1.70…, „j… Re=2400 „NEHD=1.28…
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Nu0 = 7.55 +
0.024�x*�−1.14

1 + 0.0358�x*�−0.64Pr0.17 , where x* =
x/Dh

Re Pr

�14�
The discrepancy found varies from one to six percent, depending
on the Reynolds number, which may be attributed to the neglect of
axial diffusion in the formulation that led to the above empirical
correlation.

In the presence of electrical field, the flow and temperature
fields may not always reach a steady state due to their interaction
with the corona wind. Although EHD-induced oscillatory flows
were first observed in an experimental study by Takimoto et al.
�21�, detailed information about these oscillatory flows were not
disclosed. From the present results, it is observed that flow and
temperature fields may become oscillatory at a given electrical
condition when the flow Reynolds number is small �i.e., a high
EHD number�. A steady state can only be reached when the flow
Reynolds number becomes sufficiently large �i.e., a small EHD
number�. In fact, the transition of flow and temperature fields is a
rather complicated function of EHD number as indicated in Fig. 2.
As shown, the flow and temperature fields are always stable when
Nehd�2 and become oscillatory when Nehd200. No definite
conclusion can be drawn on the flow stability when 2�Nehd
�200. For example, for an applied voltage at 10 and 12.5 kV, the
flow and temperature fields may stabilize during this interval, but
become oscillatory again if the EHD number is increased further.
It is also interesting to note that the flow and temperature fields in
a channel with one wire electrode can only become periodic os-
cillation when the EHD number increases, but can develop to
periodic or nonperiodic oscillation with two wire electrodes. This
probably can be best observed from the variation of Nusselt num-
ber with time as shown in Figs. 3 and 4 for an applied voltage at

15 kV. For channels with one wire electrode, the transition of
flow and temperature fields is rather straightforward. They are in
periodic oscillation at low Reynolds numbers �Re
1200� and
become steady when Reynolds number is further increased �i.e., a
further decrease in the EHD number�. For channels with two wire
electrodes, the transition of flow and temperature fields on the
other hand becomes considerably complicated. As observed, the
flow and temperature fields are initially nonperiodic at Re=75 and
150. With an increase in the Reynolds number, the flow and tem-
perature fields first become steadily periodic at Re=300 and 600,
then stabilized at Re=900. However, a further increase in the
Reynolds number prompts the flow and temperature fields to be-
come oscillatory again at Re=1200, and they do not stabilize until
the Reynolds number is further increased to 2100. It is also no-
ticed that the amplitude of oscillation in the first periodic flow
regime �300
Re�600� is larger than that of the second periodic
flow regime �1200
Re�1800�. The frequency, on the other
hand, shows an opposite trend. This observation also applies to
other cases with a different applied voltage.

To better understand the origin of flow stability, one can exam-
ine the flow and temperature fields in contour plots at various
operating conditions. At high Reynolds numbers, flow inertia
overpowers the electric body force and leads to a steady flow
field. The only effect produced by the electric body force is a
weak recirculating cell directly above the wire electrode�s� �Figs.
5�a� and 6�a��. As the Reynolds number increases, the recircula-
tion zone is confined to a smaller region, indicating the diminish-
ing effect of electric body force. In the presence of recirculating
flow, thermal boundary layer is perturbed near the wire�s�, result-
ing in a significant change in the distribution of local heat flux
�Figs. 5�b� and 6�b��. Although local heat transfer at the wall

Fig. 5 Steady flow and temperature fields in a channel with one wire elec-
trode at V0=15 kV: „a… Stream functions „��=0.015 for Re=2400, ��
=0.02 for Re=3600, and ��=0.03 for Re=4800…, „b… isotherms „��=0.1…
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immediately upstream the wire may suffer some reduction, the
overall heat transfer is significantly enhanced by the increase of
local heat transfer from the wall region near and downstream the
wire�s�. However, the modification of thermal boundary layer by
electric body force becomes insignificant when the Reynolds
number increases, which also implies that heat transfer enhance-
ment by electric field is minimal under such condition.

At low Reynolds numbers, the electrical body force becomes
more influential and may lead to oscillatory flow and temperature
fields. Figures 7 and 8 show, respectively, an example of such
oscillatory flow and temperature fields in a channel with a single
electrode. At V0=15 kV, the effect of electric body force is com-
parable with that of flow inertia. When interacting with the pri-
mary flow, corona wind produces a sizable recirculating cell di-
rectly above the wire �Fig. 7�. As time advances, one notices that
there is a slight change in the strength of the recirculating cell.
Although the change may seem small, it produces visible effect on
the thermal boundary layer downstream of the wire �Fig. 8�. Be-
cause of the disruption of the thermal boundary layer develop-
ment, there is an increase in the total heat transfer rate. However,
the modification of the thermal boundary layer is limited to a
region near the wire, one would expect that the resulting heat
transfer enhancement may not be significant either. The flow field
for a channel with double electrodes at the same operating condi-
tions is characterized by the presence of multiple recirculating
cells �Fig. 9�. In this case, it is observed that the oscillation in the
flow field is mainly due to the periodic generation and destruction
of these multiple cells. The cell which is formed upstream of the
first wire is charged to the maximum strength when it drifts down
the stream to the region between two wires. Its strength is signifi-
cantly reduced as soon as it leaves the region and drifts further
down the stream. Along the way, it initiates the formation of an-
other cell behind the second wire. The oscillatory flow observed
here is somewhat similar to the vortex shedding from a cylinder.
Correspondingly, the temperature field is distinguished by a wave-
like appearance of the thermal boundary layer at the downstream
of the wires �Fig. 10�, which is very different from those shown in

Fig. 6 for the steady-state cases. Because of these secondary
flows, more mixing is realized which in turn leads to a significant
increase in heat transfer.

Although the two cases presented above are both oscillatory,
there is a fundamental difference in their flow structures. For the
single-electrode channel, the flow field is characterized by a single
recirculating cell while it is multiple-cell for the double-electrode

Fig. 6 Steady flow and temperature fields in a channel with two wire elec-
trodes at V0=15 kV: „a… Stream functions „��=0.015 for Re=2400, ��
=0.02 for Re=3600, and ��=0.03 for Re=4800…, „b… isotherms „��=0.1…

Fig. 7 Variation of flow field „stream functions… with time in a
channel with one wire electrode „V0=15 kV, Re=1200, ��
=0.008…: „a… �=500, „b… �=506.5, „c… �=513, „d… �=519.5, „e… �
=526, „f… �=532.5
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channel. As reported by Lai et al. �8�, there is a strong connection
between the periodicity of the oscillation and the flow structure
�i.e., single cell or multiple cells�. In this case, the period for
oscillatory flow in the single electrode channel is found to be 32.5
dimensionless times and it is 45.5 dimensionless times for the
double electrode channel. In addition, the single cell in the former
case is mainly confined to a region near the wire. As such, its
effect on the heat transfer enhancement may not be as significant
as those multiple cells in the latter case, which have extended over
the entire channel downstream of the wires. Thus, it is not surpris-
ing to find that heat transfer enhancement for the latter case is
almost twice of that for the former case.

To assess the enhancement in heat transfer, the Nusselt numbers
obtained with the presence of electric field are compared with
those without electric field and the results are presented in Fig. 11
as a function of the EHD number. For periodic flows, the average

Fig. 8 Variation of temperature field „isotherms… with time in a
channel with one wire electrode „V0=15 kV,Re=1200,��=0.1…:
„a… �=500, „b… �=506.5, „c… �=513, „d… �=519.5, „e… �=526, „f…
�=532.5

Fig. 9 Variation of flow field „stream functions… with time in a
channel with two wire electrodes „V0=15 kV,Re=1200,��
=0.012…: „a… �=400, „b… �=409.1, „c… �=418.2, „d… �=427.3, „e…
�=436.4, „f… �=445.5

Fig. 10 Variation of temperature field „isotherms… with time in
a channel with two wire electrodes „V0=15 kV,Re=1200,��
=0.1…: „a… �=400, „b… �=409.1, „c… �=418.2, „d… �=427.3, „e… �
=436.4, „f… �=445.5

Fig. 11 Heat transfer enhancement by electric field, „a… one
wire electrode, „b… two wire electrodes
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Nusselt number is plotted along with its upper and lower bounds.
At a given applied voltage, it is found that an increase in the flow
velocity, which leads to a small EHD number, results in a reduc-
tion in the heat transfer enhancement. The reason for this reduc-
tion in heat transfer enhancement is due to the suppression of the
EHD-induced secondary flow at a higher Reynolds number. The
trend observed here is consistent with the experimental results
reported by Takimoto et al. �21�. On the other hand, for a given
inlet flow, it is observed that heat transfer enhancement increases
with the applied voltage �i.e., the EHD number� for both single-
and double-electrodes. As discussed earlier, flows tend to become
oscillatory at a large EHD number. As such, one also notices that
the heat transfer enhancement by oscillatory flows is usually
higher than that by steady flows. It is interesting to note that heat
transfer enhancement by steady flows is usually no more than two
times of the forced convection alone while for oscillatory flows, it
can be as high as four times. This finding implies that, to get the
most out of the EHD-enhance heat transfer, one needs to operate
the system in an oscillatory flow regime.

Conclusion
A numerical study has been conducted for forced convection in

a horizontal channel under the influence of an electric field. The
study has not only confirmed the effectiveness of using electric
field in heat transfer enhancement, but also has successfully iden-
tified the possible mechanism for the dramatic heat transfer en-
hancement. The results have shown that the flow and temperature
fields under the influence of an electric field may become steady,
periodic or nonperiodic, depending on the flow Reynolds number
and EHD number. When the flow inertia is weak �i.e., at a small
flow Reynolds number or a high EHD number�, the flow and
temperature fields become oscillatory due to the presence of mul-
tiple secondary cells produced by the interaction between the pri-
mary flow and corona wind. On the other hand, when the flow
inertia becomes dominant �i.e., at a high flow Reynolds number or
a small EHD number�, the EHD-induced recirculating flow is sup-
pressed and the flow and temperature fields may be able to stabi-
lize. It has been shown that an enhancement in heat transfer is
possible due to the secondary flows produced by electric field.
Depending on the operating conditions, the maximum enhance-
ment in heat transfer by electric field can be more than double of
that by forced convection alone.

While the present study has examined a fundamental problem
in heat transfer enhancement using electric field, the results ob-
tained have important implications for the realization of this tech-
nique. As the present results have indicated, the heat transfer en-
hancement by oscillatory flows is more effective than steady
flows. To harvest from this heat transfer enhancement technique,
one needs to operate the system in an EHD number range, usually
NEHD4 based on the present results, to take advantage of oscil-
latory flows. The present results also show that heat transfer en-
hancement can be increased by using double �or multiple� elec-
trodes. However, to make an efficient use of multiple electrodes,
the system needs to be optimized �e.g., the location and spacing of
the electrodes�, which awaits further investigation in the future.

Nomenclature
A � surface area of channel wall, �m2�
b � ion mobility of air, b=1.4311�10−4 m2/V·s
d � distance between wire and plate, �m�

Dh � hydraulic diameter, �m�
g � acceleration due to gravity, �m/s2�
h � local heat transfer coefficient, �W/m2·s�
h̄ � average heat transfer coefficient, �W/m2·s�
I � total electric current, �A�
k � thermal conductivity of air, �W/m·s�
L̄ � dimensionless channel length, L /d

NEHD � EHD number, defined in Eq. �12�
Nu � overall Nusselt number, h̄Dh /k
Nu � time-averaged Nusselt number

Nux � local Nusselt number, hDh /k
Nu0 � overall Nusselt number without the application

of electric field, h̄Dh /k
PeEHD � Peclet number, ued /�

Pr � Prandtl number, � /�
Re � flow Reynolds number, 2uid /�

ReEHD � EHD Reynolds number, ued /�
t � time, �s�

Ti � inlet air temperature, �K�
Tw � wall temperature, �K�
u � velocity in x-direction, �m/s�

ue � characteristic velocity of ionic wind, ��c0V0 /�,
�m/s�

ui � uniform velocity at the inlet, �m/s�
ui � dimensionless inlet velocity of air, ui /ue
V � electric potential, �V�
V̄ � normalized electrical potential, V /V0

V0 � electric potential at the wire, �V�
v � velocity in y-direction, �m/s�

X ,Y � dimensionless Cartesian coordinates, X=x /d,
and Y =y /d

x ,y � Cartesian coordinates, �m�
� � thermal diffusivity, �m2/s�
� � permitivity of air, �F/m�
� � dimensionless temperature, �T−Ti� / �Tw−Ti�

�0 � dimensionless mean outlet air temperature
� � kinematic viscosity of air, �m2/s�
� � density of air, �kg/m3�

�c � ionic space charge density, �C/m3�
�c � dimensionless space charge density, �c /�c0

�c0 � ionic space charge density at the wire, �C/m3�
� � dimensionless time, uet /d

� � dimensionless stream function
� � dimensionless vorticity
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Fluid Flow and Heat Transfer in
Power-Law Fluids Across Circular
Cylinders: Analytical Study
An integral approach of the boundary layer analysis is employed for the modeling of fluid
flow around and heat transfer from infinite circular cylinders in power-law fluids. The
Von Karman-Pohlhausen method is used to solve the momentum integral equation
whereas the energy integral equation is solved for both isothermal and isoflux boundary
conditions. A fourth-order velocity profile in the hydrodynamic boundary layer and a
third-order temperature profile in the thermal boundary layer are used to solve both
integral equations. Closed form expressions are obtained for the drag and heat transfer
coefficients that can be used for a wide range of the power-law index, and generalized
Reynolds and Prandtl numbers. It is found that pseudoplastic fluids offer less skin friction
and higher heat transfer coefficients than dilatant fluids. As a result, the drag coefficients
decrease and the heat transfer increases with the decrease in power-law index. Compari-
son of the analytical models with available experimental/numerical data proves the ap-
plicability of the integral approach for power-law fluids. �DOI: 10.1115/1.2241747�

Introduction
Many practical situations need a knowledge of fluid flow

around and heat transfer from horizontal cylinders subjected to
cross flow of non-Newtonian fluids. These fluids are classified by
different authors in different ways. One important classification is
the purely viscous fluids �Cho and Hartnett �1��. These fluids are
further subdivided in to shear thinning �or pseudoplastic, e.g.,
glues, blood, and polymer melts�, viscoplastic �or yield value, e.g.,
paints and concentrated suspensions� fluids, and shear thickening
�or dilatant, e.g., wet sand, sugar, and borax solutions� fluids. In
this study, fluid flow and heat transfer characteristics of these flu-
ids across a circular cylinder are investigated using a power-law
model. This model is based on the fact that both fluids exhibit a
region of linear relationship between stress and strain rate when
viewed on a log-log plot �Chhabra and Richardson �2��.

Literature Review
Fluid flow around and heat transfer from circular cylinders in

cross flow to Newtonian fluids has been extensively studied theo-
retically, experimentally, and numerically by many researchers
�Khan et al. �3�� but for non-Newtonian and especially for power-
law fluids these types of studies are very limited. From a theoret-
ical point of view, Acrivos et al. �4� were the first who investi-
gated the forced convective heat transfer from an isothermal flat
plate to power-law fluids using analytical-numerical approach.
Later, Schowalter �5�, Shah et al. �6�, Acrivos et al. �7�, and Lee
and Ames �8� extended that work to solve 2-D boundary layer
equations by using similarity transformations. Bizzell and Slattery
�9� used the Von Karman-Pohlhausen integral method to analyze
boundary layer on a sphere and calculated points of separation for
different values of power-law index. However, no attempt was
made to investigate heat transfer to power-law fluids. Wolf and
Szewczyk �10� used Blasius series approach to investigate heat
transfer from arbitrary cylinders to power-law fluids while Serth
and Kiser �11� used Goertler series method to solve 2-D boundary

layer equations for power-law fluids. Lin and Chern �12� and Kim
et al. �13� presented laminar momentum boundary-layer analysis
for non-Newtonian fluids by using the Merk-Chao expansion
method. They obtained numerical and closed form solutions to the
universal functions and then applied them to analyze the wedge
flow and the flow over a circular cylinder and a sphere.

Mizushina and Usui �14� developed a theoretical framework for
the laminar boundary heat transfer from a horizontal cylinder sub-
merged in power-law fluids and expressed Nusselt number at the
front stagnation point in the form

NuD = 1.04n−0.4ReDp
1/�n+1�Prp

1/3 �1�
Nakayama et al. �15�, Shenoy and Nakayama �16�, Nakayama
�17�, and Anderson �18� extended the Von Karman-Pohlhausen
integral method to obtain solutions to both momentum and energy
equations for power-law fluid flows past wedges, cones, and axi-
symmetric bodies.

From the experimental point of view, Shah et al. �6�, Luikov et
al. �19–21�, James and Acosta �22�, Takahashi et al. �23�, Mi-
zushina et al. �24�, Mizushina and Usui �14�, Kumar et al. �25�,
Ghosh et al. �26�, Rao �27� measured local heat/mass transfer
coefficients for the non-Newtonian fluids from a circular cylinder
in cross flow and determined average heat transfer. Ghosh et al.
�28� also reviewed the bulk of the literature on non-Newtonian
fluids. Mizushina et al. �24� developed the following empirical
correlation for the Nusselt number averaged over the circumfer-
ence of the cylinder:

NuD = 0.72n−0.4ReDp
1/�n+1�Prp

1/3 �2�
whereas Ghosh et al. �26� developed the following empirical cor-
relation for heat and mass transfer from a cylinder in cross flow to
power-law fluids:

NuD = 0.785 ReDp
1/2Prp

1/3 for 10 � ReDp � 25,000 �3�

Coelho and Pinho �29–31� performed a series of experiments to
study the flow of non-Newtonian fluids around a cylinder. They
measured shedding frequency, the formation length �lf� and the
pressure distribution around a cylinder and determined the shed-
ding regimes and the drag coefficients.

D’Alessio and Pascal �32� investigated numerically the steady
power-law flow around a circular cylinder at three different Rey-
nolds numbers ReDp=5, 20, and 40 using a first-order accurate
difference method for a fixed blockage ratio. They found that the

1Corresponding author now at Department of Mathematics, COMSATS Informa-
tion Technology Center, University Road, 22060, NWFP, Pakistan.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received May 31, 2005; final manuscript received
February 17, 2006. Review conducted by Jay M. Khodadadi. Paper presented at the
ASME 2005 International Mechanical Engineering Congress and Exposition.

870 / Vol. 128, SEPTEMBER 2006 Copyright © 2006 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



critical Reynolds number, wake length, separation angle, and drag
coefficient depend on the power-law index. Chhabra et al. �33�
extended that work by using a more accurate second-order finite
difference method, more refined computational meshes, and
greater blockage ratio and power-law index ranges in order to
investigate the effect of blockage on drag coefficient, wake length,
separation angle, and flow patterns over wide ranges of condi-
tions. Agarwal et al. �34� investigated numerically the momentum
and thermal boundary layers for power-law fluids over a thin
needle under wide ranges of kinematic and physical conditions.
They introduced a similarity variable and transformed the momen-
tum and energy equations into ordinary differential equations.
They reported extensive results on axial velocity profiles, shear
stress, and skin friction distribution on the surface of the needle,
temperature and local Nusselt number variation, and momentum
and thermal boundary layer thicknesses in the following ranges of
conditions: 0.2�n�1.6, 1�Pr�1000, Re�106 and for three
needle sizes.

In this study, an approximate method, based on the Karman-
Pohlhausen integral momentum and energy equations, is used to
study the fluid flow and heat transfer in power-law fluids across a
single circular cylinder.

Analysis
Consider a uniform flow of a non-Newtonian �power-law� fluid

past a fixed circular cylinder of diameter D, with vanishing circu-
lation around it, as shown in Fig. 1. The approaching velocity of
the fluid is Uapp and the ambient temperature is assumed to be Ta.
The surface temperature of the wall is Tw��Ta� in the case of the
isothermal cylinder and the heat flux is q for the isoflux boundary
condition. The flow is assumed to be laminar, steady, and two
dimensional. The fluid is assumed to be incompressible with con-
stant thermophysical and rheological properties. The potential
flow velocity just outside the boundary layer is denoted by U�s�.
Using an order-of-magnitude analysis �Khan �35��, the reduced
equations of continuity, momentum, and energy in the curvilinear
system of coordinates �Fig. 1� for a power-law fluid can be written
as:
Continuity:

�u

�s
+

�v
��

= 0 �4�

s-Momentum:

u
�u

�s
+ v

�u

��
= −

1

�

dP

ds
+

1

�

��w

��
�5�

�-Momentum:

dP

d�
= 0 �6�

Energy:

u
�T

�s
+ v

�T

��
= �

�2T

��2 �7�

with

−
1

�

dP

ds
= U�s�

dU�s�
ds

�8�

and

�w = m�� �u

��
�n�

�=0

�9�

where m is a consistency index for non-Newtonian viscosity and n
is called power-law index, that is �1 for pseudoplastic, =1 for
Newtonian, and �1 for dilatant fluids.

Hydrodynamic Boundary Conditions
The assumptions of no slip boundary condition at the cylinder

wall �u=0, at �=0�, no mass flow through the cylinder wall �v
=0 at �=0�, and the potential flow just outside the boundary layer
�u=U�s� at �=��s�� give the following complete set of hydrody-
namic conditions:

�i� at the cylinder surface, i.e., at �=0

u = 0
�2u

��2 = −

U�s�
dU�s�

ds

n	� �u

��
�n−1 �10�

where 	=m /�,
�ii� at the edge of the boundary layer, i.e., at �=��s�

u = U�s�,
�u

��
= 0

�2u

��2 = 0 �11�

These conditions will help in determining the velocity distribution
inside the boundary layer.

Thermal Boundary Conditions
The assumptions of uniform wall temperature �UWT� and uni-

form wall flux �UWF� boundary conditions give the following
complete set thermal conditions:

�i� at the cylinder surface, i.e., at �=0

�2T

��2 = 0, �T = Tw for UWT

�T

��
= −

q

kf
for UWF

�12�

�ii� at the edge of thermal boundary layer, i.e., at �=�T

T = Ta

�T

��
= 0 �13�

Using these thermal conditions, the temperature distributions in-
side the thermal boundary layer can be determined.

Velocity Distribution
Assuming a thin hydrodynamic boundary layer around the cyl-

inder, the velocity distribution inside the boundary layer, satisfy-
ing Eqs. �10� and �11�, can be approximated by a fourth-order
polynomial as suggested by Pohlhausen �36�:

u

U�s�
= �2�H − 2�H

3 + �H
4 � +




6
��H − 3�H

2 + 3�H
3 − �H

4 � �14�

where 0��H=� /��s��1 and 
 is the pressure gradient param-
eter, given by

Fig. 1 Flow over circular cylinder
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 =

dU�s�
ds

�n+1U�s�1−n�2 +



6
�1−n

n	
�15�

With the help of velocity profiles, Schlichting �37� showed that
the parameter 
 is restricted to the range −12�
�12.

Temperature Distribution
Assuming a thin thermal boundary layer around the cylinder,

the temperature distribution in the thermal boundary layer, satis-
fying Eqs. �12� and �13�, can be approximated, in terms of �T
=� /�T, by a third-order polynomial

T − Ta

Tw − Ta
= 1 −

3

2
�T +

1

2
�T

3 �16�

for the isothermal boundary condition and

T − Ta =
2q�T

3kf
�1 −

3

2
�T +

1

2
�T

3� �17�

for the isoflux boundary condition.

Boundary Layer Parameters
The momentum integral equation can be written as

U2d�2

ds
+ �2�2 + �1�U

dU

ds
=

1

�
�w �18�

where �1 and �2 are the displacement and momentum boundary
layer thicknesses and are given by

�1 = �	
0

1 
1 −
u

U�s��d�H �19�

and

�2 = �	
0

1
u

U�s�
1 −
u

U�s��d�H �20�

Using velocity distribution from Eq. �14�, Eqs. �19� and �20� can
be written as

�1 =
�

10
�3 −




12
� �21�

and

�2 =
�

63
�37

5
−




15
−


2

144
� �22�

Simplifying and arranging the terms in Eq. �18�, we get

U�2
n

	Un−1

d�2

ds
+ �2 +

�1

�2
��2

n+1U1−n

	

dU

ds
= ��2

�
�n�2 +




6
�n

�23�

Assuming

Z =
�2

n+1U1−n

	
K = Z

dU

ds

Eq. �23� can be reduced to a nonlinear differential equation of the
first order for Z, which can be written as

dZ

ds
=

F

U
�24�

where

F =

K� �n + 1��2 +



6
�

n
− �1 + 3n�
��2

�
� − �n + 1�
��1

�
�


��2

�
�

�25�

At the stagnation point s=0, U=0. Since dZ /ds cannot be in-
finite, F must be zero at the stagnation point. Hence

�n + 1��2 +



6
�

n
− �1 + 3n�
��2

�
� − �n + 1�
��1

�
� = 0 �26�

which gives the values of the pressure gradient parameter 
 for
different values of n at the stagnation point. Due to limitations of
the method used in this study, no root of Eq. �26� could be found
in the range −12�
�12 for n�0.895. Bizzell and Slattery �9�
could calculate the roots for 0.7358�n�1.0 only, whereas Mi-
zushina and Usui �14� calculated the roots in the range 0.895
�n�1.19. In the present study, the values of 
 are calculated for
n�0.895. These values are plotted in Fig. 2 as a function of n.

Following Walz �38�, the function F can be approximated by a
straight line

F = a − bK �27�

where the constants a and b are determined for each power index
n. From Eq. �25�, the values of K and F are obtained for different
values of lambda. Following the method of Walz �38� and Schli-
chting �37�, straight lines are obtained between the point of maxi-
mum velocity �K=0� and the stagnation point �F=0� and then
correlated to obtain

a = 0.45n−1.25, b = 6.2n0.8 �28�

These correlations are valid between the stagnation point �F=0�
and the point of maximum velocity �K=0�. So Eq. �24� can be
written as

U�s�
dZ

ds
= a − bK �29�

Using potential flow velocity outside the boundary layer for a
circular cylinder and rearranging the terms, Eq. �29� can be solved
for the local dimensionless momentum thickness:

Fig. 2 Behavior of pressure gradient parameter for power-law
fluids
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�2

D
= 
a�sin ��1+b−n

23−nReDp
·	

0

�

�sin �b−1d�1/�n+1�

�30�

where  is a dummy variable and ReDp is the generalized Rey-
nolds number for a power-law fluid and is defined as

ReDp =
Dn�Uapp

2−n

m
�31�

From Eq. �15�, the dimensionless hydrodynamic boundary layer
thickness can be written as

�

D
= � 1

ReDp
·

n
 sinn �

22−n sin 2��2 +



6
�1−n

1/�n+1�

�32�

Solving Eq. �22� with Eq. �32� and comparing the results with
the numerical values obtained from Eq. �30�, one can get the
values of pressure gradient parameter 
 for each position along
the circumference of the cylinder. These values were fitted by the
least-squares method for each power-law index n and are shown
in Fig. 2 for pseudoplastic and dilatant fluids. It shows that the
value of 
 decreases with increasing n. Using the analytical defi-
nition of the point of separation, the angle of separation was de-
termined which depends on the nature of the fluid �pseudoplastic
or dilatant� as well as on the velocity distribution inside the
boundary layer. The calculated angles of separation are plotted in
Fig. 3 as a function of n. It shows that the separation angle de-
creases with the increase in power-law index n, which is in accor-
dance with Serth and Kiser �11�.

Fluid Flow
The first parameter of interest is fluid friction which manifests

itself in the form of the drag force FD, where FD is the sum of the
skin friction drag Df and pressure drag Dp. Skin friction drag is
due to viscous shear forces produced at the cylinder surface, pre-
dominantly in those regions where the boundary layer is attached.
In dimensionless form, it can be written as

Cf =
�w

1

2
�Uapp

2

�33�

Using Eqs. �9� and �14� and simplifying, we get

Cf =
2

ReDp
1/�n+1�
 �
 + 12�sin �

3
�n� sin 2�

2n−2

�2 +



6
�1−n

n
 sinn �


n/�n+1�

�34�

The friction drag coefficient can be defined as

CDf =	
0

�

Cf sin �d� =	
0

�s

Cf sin �d� +	
�s

�

Cf sin �d� �35�

Since the shear stress on the cylinder surface after boundary
layer separation is very small, the second integral can be ne-
glected and the friction drag coefficient can be written as

CDf =	
0

�s

Cf sin �d� �36�

The calculations were performed for different values of n and the
results are correlated in terms of n and the generalized Reynolds
number ReDp in to a single correlation

CDf =
5.786n0.32

ReDp
1/�n+1� �37�

which gives friction drag coefficient for the flow of a power-law
fluid over a circular cylinder in an infinite medium. It is interest-
ing to note here that for n=1, Eq. �37� gives the friction drag
coefficient for the flow of Newtonian fluid over a circular cylinder
�Khan et al. �3��.

Pressure drag is due to the unbalanced pressures which exist
between the relatively high pressures on the upstream surfaces
and the lower pressures on the downstream surfaces. In dimen-
sionless form, it can be written as

CDp =	
0

�

Cp cos �d� �38�

where Cp is the pressure coefficient and can be defined as

Cp =
�P

1

2
�Uapp

2

�39�

The pressure difference �P can be obtained by integrating
�-momentum equation with respect to �. Following Shibu et al.
�39�, the �-momentum equation, for power-law fluids, can be writ-
ten as

ur

�u�

�r
+

u�

r

�u�

��
+

uru�

r

= −
1

2r

�Cp

��
+

2n

ReDp
· 
 1

r2

�

�r
�r2�r�� +

1

r

����

��
� �40�

where

�r� = 2��r� ��� = 2����

� = �2���n−1�/2 �r� =
1

2

r

�

�r
�u�

r
� +

1

r

�ur

��
�

with

��� =
1

r

�u�

��
+

ur

r
� = �rr

2 + ���
2 + 2�r�

2

and

ur = cos ��1 −
1

r2� u� = − sin ��1 +
1

r2�
In Eq. �40�, Shibu et al. �39� scaled the velocity terms using

Uapp, pressure with 1
2�Uapp

2 , radial coordinate by the radius of the

Fig. 3 Angles of separation for power-law fluids
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cylinder R, the stress components by m�Uapp/R�n, and the second
invariant of the rate of deformation tensor, �, using �Uapp/R�2.
Using derivatives of the velocity components and an order-of-
magnitude analysis �Khan �35��, Eq. �40� can be reduced to

�Cp

��
= − 4 sin 2� −

23n

ReDp
sin � �41�

Integrating it with respect to �, we get

Cp = 2�1 − cos 2�� +
23n

ReDp
�1 − cos �� �42�

Using Eq. �42� in Eq. �38�, the pressure drag coefficients are cal-
culated for different values of n up to the separation point and
correlated in terms of n and ReDp to give

CDp =
1.26n3.25

ReDp
+ 1.28�1 − exp�− 2.4n�� �43�

The total drag coefficient CD can be written as the sum of both
drag coefficients

CD =
5.786n0.32

ReDp
1/�n+1� +

1.26n3.25

ReDp
+ 1.28�1 − exp�− 2.4n�� �44�

which agrees with the drag coefficient of a Newtonian fluid �n
=1� over a circular cylinder �Khan et al. �3��.

Heat Transfer
The second parameter of interest is the dimensionless average

heat transfer coefficient, NuD for large Prandtl numbers. This pa-
rameter is determined by integrating Eq. �7� from the cylinder
surface to the thermal boundary layer edge. Assuming the pres-
ence of a thin thermal boundary layer �T along the cylinder sur-
face, the energy integral equation for the isothermal boundary
condition can be written as

d

ds	0

�T

�T − Ta�ud� = � − �
�T

��
�

�=0
�45�

Using velocity and temperature profiles Eqs. �14� and �16�, and
assuming =�T /��1, Eq. �45� can be simplified to

�T
d

ds
�U�s��T�
 + 12�� = 90� �46�

Heat transfer analysis is divided into two parts due to discontinu-
ity at �=� /2. So Eq. �46� is rewritten separately for the two
regions �Fig. 1�, i.e.

�T
d

ds
�U�s��T�
1 + 12�� = 90� �47�

for region I, and

�T
d

ds
�U�s��T�
2 + 12�� = 90� �48�

for region II. Integrating Eqs. �47� and �48�, in the respective
regions, with respect to s, one can obtain local thermal boundary
layer thicknesses

��T���
D

� · ReDp
1/�n+1�Prp

1/3 = ��3 45F1�n,�� for region I

�3 45F2�n,�� for region II

�49�

where the Prandtl number, Prp, for a power-law fluid is defined as

Prp =
UappD

�
ReDp

−2/�n+1� �50�

The functions F1�n ,�� and F2�n ,�� in Eq. �49� are given by

F1�n,�� =
f1���

sin2 ��
1 + 12�2� 2n−2n
1 sinn �

sin 2��
1 + 12

6
�1−n

1/�n+1�

�51�

F2�n,�� =
f3���
sin2 �� 2n−2n
2 sinn�

sin 2��
2 + 12

6
�1−n

1/�n+1�

with

f1��� =	
0

�

sin ��
1 + 12�d�

f2��� =	
�1

�s

sin ��
2 + 12�d� �52�

f3��� =
f1���


1 + 12
+

f2���

2 + 12

The local heat transfer coefficients, for the isothermal boundary
condition, in both the regions can be written as

h1��� =
3kf

2�T1

h2��� =
3kf

2�T2

�53�

Thus the dimensionless local heat transfer coefficients, for both
regions, can be written as

NuD����isothermal

ReDp
1/�n+1�Prp

1/3 =
3

2��
3 1

45F1�n,��
for region I

�3 1

45F2�n,��
for region II

�54�

The average heat transfer coefficient is defined as

h =
1

�
	

0

�

h���d� =
1

�
	

0

�s

h���d� +
1

�
	

�s

�

h���d� �55�

The first term on the right-hand side shows the heat transfer from
the front stagnation point to the separation point and can be writ-
ten as

	
0

�s

h���d� =	
0

�1

h���d� +	
�1

�s

h���d� �56�

where �1 is the angle where the values of the pressure gradient
parameter are zero. This angle is found to be very close to � /2 for
all values of n. So, the dimensionless average heat transfer coef-
ficient of the cylinder from the front stagnation point to the sepa-
ration point can be obtained, using Eqs. �49�–�53�, for different
values of n and then correlated them to obtain a single expression
in terms of ReDp and Prp. This expression is given by

NuD1 = 0.593n−0.17ReDp
1/�n+1�Prp

1/3 �57�

The second term on the right-hand side of Eq. �55� gives the heat
transfer from the separation point to the rear stagnation point. The
integral analysis can predict only heat transfer values from the
front stagnation point to the separation point. The experiments
�Žukauskas and Žiugžda �40�, Fand and Keswani �41�, and Naka-
mura and Igarashi �42� among others for Newtonian fluids and
Rao �27� for non-Newtonian fluids� show that the heat transfer
from the rear portion of the cylinder increases with Reynolds
number. For Newtonian fluids, Van der Hegge Zijnen �43� dem-
onstrated that the average heat transferred from the rear portion of
the cylinder can be determined from NuD2=0.001 ReDp that shows
the weak dependence of average heat transfer from the rear por-
tion of the cylinder on Reynolds number. The same weak depen-
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dence can be observed from Rao �27� experiments for non-
Newtonian fluids.

Thus, the total average dimensionless heat transfer, for isother-
mal boundary condition, can be written as

NuD�isothermal = 0.593n−0.17ReDp
1/�n+1�Prp

1/3 + 0.001 ReDp �58�

For the isoflux boundary condition, the energy integral equation
can be written as

d

ds	0

�T

�T − Ta�ud� =
q

�cp
�59�

Assuming constant heat flux and thermophysical properties and
using Eqs. �14� and �17�, Eq. �58� can be simplified to

d

ds
�U�s��T

2�
 + 12�� = 90
kf

�cp
�60�

Rewriting Eq. �60� for the two regions in the same way as Eq.
�46�, one can obtain local thermal boundary layer thicknesses �T1
and �T2

under isoflux boundary condition. The local surface tem-
peratures for the two regions can then be obtained from tempera-
ture distribution

�T1��� =
2q�T1

3kf
�T2��� =

2q�T2

3kf
�61�

The local heat transfer coefficient can now be obtained from its
definition as

h1��� =
q

�T1���
h2��� =

q

�T2���
�62�

which give the local Nusselt number for the cross flow over a
cylinder with constant flux

NuD����isoflux

ReDp
1/�n+1�Pr1/3 =

3

2��
3 2

45G1�n,��
for region I

�3 2

45G2�n,��
for region II

�63�

where

G1�n,�� =
�

sin ��
1 + 12�� 2n−2n
1 sinn �

sin 2��
1 + 12

6
�1−n

1/�n+1�

�64�

G2�n,�� =
g���
sin �� 2n−2n
2 sinn �

sin 2��
2 + 12

6
�1−n

1/�n+1�

with

g��� = 
 �


1 + 12
+

� − �/2


2 + 12
� �65�

Following the same procedure for the average heat transfer coef-
ficient as mentioned earlier, one can obtain the average Nusselt
number for an isoflux cylinder as

NuD�isoflux = 0.627n−0.19ReDp
1/�n+1�Prp

1/3 �66�

Combining the results for both thermal boundary conditions, we
have

NuD

ReDp
1/�n+1�Prp

1/3 = �0.593n−0.17 for UWT

0.627n−0.19 for UWF
�67�

These correlations agree with the heat transfer coefficients for a
Newtonian fluid �n=1� over a circular cylinder �Khan et al. �3��.

Results and Discussion

Flow Characteristics. The dimensionless local shear stress, Cf,
is plotted in Fig. 4 for different power-law fluids. It shows that Cf
is zero at the stagnation point for each fluid and reaches a maxi-
mum at ��58°.

The increase in shear stress is caused by the deformation of the
velocity profiles in the boundary layer, a higher velocity gradient
at the wall, and a thicker boundary layer. In the region of decreas-
ing Cf preceeding the separation point, the pressure gradient de-
creases further and finally Cf falls close to zero around the sepa-
ration point, where boundary-layer separation occurs. Beyond this
point, Cf remains close to zero up to the rear stagnation point. It
also shows that the skin friction increases with the increase in
power-law index n. Thus pseudoplastic �shear-thinning� fluids of-
fer less skin friction than dilatant �shear-thickening� fluids, which
is in accordance with the numerical results of Agarwal et al. �34�.
The results of Newtonian fluids �n=1� are compared with the
numerical data of Schönauer �44�, which shows good agreement
for the entire range.

The variation of the total drag coefficient CD with the power-
law index n for different Reynolds number is illustrated in Fig. 5.

Fig. 4 Effect of power index n on skin friction for a circular
cylinder

Fig. 5 Effect of n on drag coefficients for a circular cylinder
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It shows that for a given Reynolds number, the drag coefficient CD
increases linearly with n and for a given fluid it decreases with the
increase in Reynolds number. The drag coefficients for pseudo-
plastic fluids are found to be lower than dilatant fluids.

The effect of Reynolds number on the drag coefficients for
different fluids is shown in Fig. 6. Since there are no other
experimental/numerical results to compare with pseudoplastic/
dilatant fluids, comparisons are made with the experimental re-
sults of Wieselsberger �45� for the air �n=1� only. The comparison
shows good agreement with the Newtonian case.

Heat Transfer Characteristics. The heat transfer parameter
�HTP� NuD /ReDp

1/�n+1�Prp
1/3 is presented in Fig. 7 for both the iso-

thermal and isoflux boundary conditions. It shows that HTP de-
creases with the increase in the power law index n. Thus pseudo-
plastic fluids transfer more heat than dilatant fluids for the same
thermal boundary condition. The isoflux boundary condition gives
a higher heat transfer coefficient for both types of fluids.

Figure 8 shows the comparison of the average heat transfer
coefficients NuD /Prp

1/3 versus ReDp for Newtonian fluids. Here,
the experimental results of Hilpert �46� and McAdams �47� for air

are compared with the present model for n=1. The average heat
transfer coefficients are also presented for non-Newtonian fluids.
Experimental results of Takahashi et al. �23� and Mizushina et al.
�14� for different CMC �carboxy methyl cellulose� solutions are
compared with the present models for isothermal boundary con-
dition. The comparison is found to be in good agreement for all
fluids.

Conclusions
An integral approach is employed to investigate the fluid flow

and heat transfer from an isolated circular cylinder submerged in
power-law fluids. Closed form solutions are developed for both
the drag and heat transfer coefficients in terms of generalized
Reynolds and Prandtl numbers. The correlations of heat transfer
are developed for both isothermal and isoflux boundary condi-
tions. It is found that pseudoplastic fluids offer less skin friction
and higher heat transfer coefficients than dilatant fluids. Further-
more, the drag coefficients decrease and the heat transfer increases
with the decrease in power-law index. It is shown that the present
results are in good agreement with the available suitable data for
the full laminar range of Reynolds number in the absence of free
stream turbulence and blockage effects.
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Nomenclature
CD � total drag coefficient

CDf � friction drag coefficient
CDp � pressure drag coefficient

Cf � skin friction coefficient�2�w /�Uapp
2

Cp � pressure coefficient�2�P /�Uapp
2

cp � specific heat of the fluid �J /kg·K�
D � cylinder diameter �m�
k � thermal conductivity �W/m·K�
h � average heat transfer coefficient �W/m2·K�
m � consistency index for non-Newtonian viscosity

�Pa·sn�
n � power-law index

NuD � average Nusselt number based on the diameter
of the cylinder�hD /kf

Fig. 6 Effect of ReDp on drag coefficients for a circular
cylinder

Fig. 7 Comparison of heat transfer parameters for isothermal
and isoflux thermal boundary conditions

Fig. 8 Comparison of heat transfer coefficients from an iso-
thermal circular cylinder
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Prp � Prandtl number for power-law fluids
��UappD /��ReDp

−2/�n+1�

P � pressure �N/m2�
q � heat flux �W/m2�

ReDp � generalized Reynolds number based on the
diameter of the cylinder �Dn�Uapp

2−n /m
s � distance along the curved surface of the circu-

lar cylinder measured from the forward stagna-
tion point �m�

T � temperature �°C�
Uapp � approach velocity �m/s�
U�s� � potential flow velocity just outside the bound-

ary layer�2Uappsin � �m/s�
u � s-component of velocity in the boundary layer

�m/s�
v � �-component of velocity in the boundary layer

�m/s�

Greek Symbols
� � thermal diffusivity �m2/s�
� � hydrodynamic boundary-layer thickness �m�

�1 � displacement thickness �m�
�2 � momentum thickness �m�
�T � thermal boundary layer thickness �m�
� � distance normal to and measured from the sur-

face of the circular cylinder �m�

 � pressure gradient parameter
� � absolute viscosity of the fluid �Ns/m2�
� � kinematic viscosity of the fluid �m2/s�
� � density of the fluid �kg/m3�
� � shear stress �N/m2�
� � angle measured from front stagnation point

�rad�
 � ratio of thermal and hydrodynamic boundary

layers��T /�

Subscripts
a � ambient
f � fluid or friction

H � hydrodynamic
p � pressure
s � separation
T � thermal or temperature
w � wall
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Film Cooling Effectiveness on the
Leading Edge Region of a
Rotating Turbine Blade With Two
Rows of Film Cooling Holes Using
Pressure Sensitive Paint
Detailed film cooling effectiveness distributions are measured on the leading edge of a
rotating gas turbine blade with two rows (pressure-side row and suction-side row from
the stagnation line) of holes aligned to the radial axis using the pressure sensitive paint
(PSP) technique. Film cooling effectiveness distributions are obtained by comparing the
difference of the measured oxygen concentration distributions with air and nitrogen as
film cooling gas respectively and by applying the mass transfer analogy. Measurements
are conducted on the first-stage rotor blade of a three-stage axial turbine at 2400 rpm
(positive off-design), 2550 rpm (design), and 3000 rpm (negative off-design), respec-
tively. The effect of three blowing ratios is also studied. The blade Reynolds number
based on the axial chord length and the exit velocity is 200,000 and the total to exit
pressure ratio was 1.12 for the first-stage rotor blade. The corresponding rotor blade
inlet and outlet Mach numbers are 0.1 and 0.3, respectively. The film cooling effective-
ness distributions are presented along with discussions on the influence of rotational
speed (off design incidence angle), blowing ratio, and upstream nozzle wakes around the
leading edge region. Results show that rotation has a significant impact on the leading
edge film cooling distributions with the average film cooling effectiveness in the leading
edge region decreasing with an increase in the rotational speed (negative incidence
angle). �DOI: 10.1115/1.2241945�

Keywords: gas turbine, film cooling, rotating blade, leading edge, pressure sensitive
paint (PSP)

Introduction
The rotor blade inlet temperature of modern gas turbines has

been increased to achieve higher thermal efficiency. However, the
increased inlet temperature can result in material failure of the
turbine blades due to the higher heat load and thermal stress. In
order to overcome the hazard from the severe environment and
prevent failure of turbine components, film cooling has been
widely used as an active cooling method. In a film cooled blade,
relatively cooler air from compressor is injected through several
rows of discrete holes on the surface which provide a protective
film between the hot mainstream gases and the turbine blade. This
helps in maintaining the surface at an acceptable temperature
level, thus protecting the turbine blade from failure. However,
excessive use of a coolant can reduce the gain of a higher inlet
temperature because the extraction of compressed air for film
cooling and the resulting mixing losses between the hot main-
stream flow and the film coolant, reduce the thermal efficiency of
the entire system. Thus, many studies have been conducted to
understand the physical phenomena regarding the film cooling
process and to find better film-hole configurations that can provide
more protection with minimal amount of coolant. A comprehen-
sive compilation of the available cooling techniques used in the
gas turbine industry has been presented by Han et al. �1� in their
book.

Many investigations have been conducted on the turbine airfoil

film cooling in a cascade environment. Nirmalan and Hylton �2�
studied the effects of various operating parameters on film cooling
in a turbine vane cascade whose conditions are similar to the
ranges found in actual engines. Abuaf et al. �3� presented heat
transfer coefficients and film effectiveness for a film cooled vane.
The heat transfer coefficient on the pressure surface shows very
little effect from film injection while the suction side heat transfer
coefficient shows a significant increase. Cruse et al. �4� studied the
effect of leading-edge shapes. They measured the film cooling
effectiveness using an infrared camera with circular and elliptic
leading edge geometries. They observed similar film cooling re-
sults for both leading edge geometries. Ekkad et al. �5� studied the
combined effects of unsteady wake and free stream turbulence on
the film cooling effectiveness and the heat transfer coefficient with
air and CO2 film injection. They found higher heat transfer coef-
ficients and lower film cooling effectiveness compared to the in-
dividual effects. Cutbirth and Bogard �6� studied the effects of
coolant density ratio on film cooling effectiveness in a simulated
turbine vane model using an infrared camera.

More detailed investigations were performed in the leading
edge region because it has the highest heat transfer level due to
flow stagnation and it affects the heat transfer and aerodynamics
over the entire blade. Luckey et al. �7� simulated the airfoil lead-
ing edge using a cylinder with several film cooling rows. The
holes were located at angles of 20 deg, 30 deg, and 40 deg to the
surface in the spanwise direction. The coolant to mainstream den-
sity ratio was 2.15, which is a typical engine condition. They
correlated their results for the optimum blowing ratio in terms of
coolant to mainstream velocity ratio and injection angle. Mick and
Mayle �8� studied the effect of coolant blowing ratio and film
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cooling-hole location on the stagnation region of a semicircular
leading edge with a flat body. They presented heat transfer coef-
ficient and film effectiveness results for two rows of holes at
±15 deg and ±44 deg from stagnation with the coolant blowing
ratio from M =0.38 to 0.97. Karni and Goldstein �9� studied the
effect of blowing ratio and injection location on the mass transfer
coefficient using a cylindrical leading edge model. Mehendale et
al. �10� and Mehendale and Han �11� investigated the effect of
free stream turbulence on heat transfer and film cooling effective-
ness using a cylindrical leading edge model. They showed that the
coolant jet structures are maintained over a longer distance at
lower free stream turbulence. Ou et al. �12� presented the effect of
film-hole location and inclined film slots on the leading edge film
cooling heat transfer using a cylindrical leading edge model. They
showed that two-row injection performs better at a lower blowing
ratio while, at higher blowing ratio, two-row injection and one-
row injection film effectiveness distributions overlap. Mehendale
and Han �13� studied the Reynolds number effect on leading edge
film effectiveness and heat transfer coefficients. Their results
showed that an increase in the Reynolds number increases both
the heat transfer coefficients and film cooling effectiveness as the
momentum of the flow near the wall is higher which causes more
film deflection and attachment to surface. Salcudean et al. �14�
investigated the effect of coolant to mainstream density ratio using
air and CO2 as coolant gases. They used the heat/mass transfer
analogy to measure adiabatic wall effectiveness. Funazaki et al.
�15� studied the effect of unsteady wake on the leading edge film
cooling effectiveness. They used a spoked-wheel-type generator
to simulate the periodic unsteady wake effect. They pointed out
that the effect of length scale should be considered, and the pres-
ence of unsteady wakes may reduce film cooling effectiveness.
Ekkad et al. �16� presented the effect of coolant density and free-
stream turbulence on a cylindrical leading edge model using a
transient liquid crystal technique to obtain the detailed heat trans-
fer coefficient and film effectiveness distributions. They also used
CO2 and air as coolant gases to simulate the density ratio effect.
They showed that the film cooling effectiveness values for air as
the coolant are highest at low blowing ratios and decrease with an
increase in the blowing ratio. In the meantime, for CO2 as the
coolant, the highest film cooling effectiveness is obtained at a
blowing ratio of 0.8. Ou and Rivir �17� examined the effect of
turbulence intensity, blowing ratio, and Reynolds number using a
transient liquid crystal image method on a large scale symmetric
circular leading edge. Their result showed similar trends with pre-
vious research and confirmed the heat flux reduction due to the
film cooling. Many studies were also conducted on the effect of
film-hole geometry. Reiss and Bölcs �18� and Kim and Kim �19�
studied the effect of the injection hole shape using a cylindrical
leading edge model and showed that holes with a laid back design
and widened exits gave higher film cooling effectiveness com-
pared to the cylindrical holes.

Despite the numerous studies on the film cooling effectiveness,
most of them were performed in a cascade blade or in a wind
tunnel using a flat plate or a cylindrical model. Only a few results
on film cooling effectiveness under turbine rotating conditions are
available in open literature due to the difficulty in conducting this
type of experiments. Dring et al. �20� investigated film cooling
performance in a low speed rotating facility. A film cooling hole
was located on both the pressure and suction sides. They used
ammonia and Ozalid paper to qualitatively observe the coolant
trace while the quantitative tests were conducted using thermo-
couples. Their results show that the film coolant had only a small
radial displacement, similar to flat plate results, on the suction
side. On the pressure side, the film coolant trace had a large radial
displacement toward the blade tip due to rotation. Takeishi et al.
�21� also reported the film cooling effectiveness distributions on a
low speed stator-rotor stage using a rotating rig with a one-stage
turbine model. They simulated actual flow velocity triangles and
pressure ratios of an actual heavy-duty gas turbine. The blowing

ratios were similar to engine conditions �M =0.6–1.0� while the
coolant to the mainstream density ratio was unity, whereas the
coolant to the mainstream density ratio is 1.5–2.5 in real engine
conditions. They sampled the cooling gas at several locations
along the blade surface and analyzed them using gas chromatog-
raphy. They also simulated similar conditions in a cascade and
compared with the data from the rotating rig. The results showed
that the film cooling effectiveness from the cascade and the rotat-
ing blade matched well on the suction side while the rotating film
cooling data decreased more rapidly than the cascade data on the
pressure side. They explained that this phenomenon is due to the
radial flow and strong mixing on the pressure side under rotation
conditions. They also noted that the overall value on the suction
side is higher than that of the pressure side, and that strong lateral
mixing plays a fundamentally different role on boundary layer
stability on concave �pressure-side� and convex �suction-side� sur-
faces. Abhari and Epstein �22� investigated time-resolved mea-
surements of heat transfer on a fully cooled transonic turbine
stage. Using a short-duration blowdown turbine test facility, they
simulated full engine operating parameters. The coolant was sup-
plied through the film cooling holes on the pressure and the suc-
tion sides, but no film cooling holes were located on the leading
edge region. They distributed several thin-film heat flux gages
along the blade surface to measure the time-resolved heat flux
distributions. Their results showed that the film injection has very
little effect on the pressure side heat transfer level, while a strong
effect of film injection is observed on the entire suction side sur-
face.

This study is aimed to investigate the effects of the rotational
speed on film cooling effectiveness as well as the effects of the
blowing ratio on the coolant path in the leading edge region with
two rows of showerhead holes aligned to the radial axis. This is
the first paper available in open literature using the PSP method to
determine the detailed film cooling effectiveness of a rotating
blade. The rotational speed was controlled to be 2400 rpm �off
design condition�, 2550 rpm �design condition�, and 3000 rpm
�off design condition� and the averaged blowing ratio was con-
trolled to be 0.5, 1.0, and 2.0, respectively. The experimental re-
sults of the detailed film effectiveness distributions on the rotating
turbine blade leading edge region will be helpful in understanding
the physical phenomena regarding the film injection and useful in
designing more efficient film-cooled turbine blades.

In this study, the pressure sensitive paint �PSP� technique was
used to measure the detailed film cooling effectiveness distribu-
tions in a rotating frame. Note that PSP technique is based on the
mass transfer analogy. Thus, it is free from the heat conduction
effects, which cannot be avoided using the standard heat transfer
measurement methods. This technique was proposed by Zhang et
al. �23�. In their study, the film cooling effectiveness distributions
were measured on the flat plate using PSP technique, and the
results were validated by the gas chromatography measurements.
They also applied PSP technique to measure the film effectiveness
distributions on a turbine vane end-wall region �24,25�. Ahn et al.
�26� and Mhetras et al. �27� used the same PSP technique to obtain
the local film cooling effectiveness distributions on the blade tip
region, and on the squealer rim wall region, respectively, in a
cascade. Wright et al. �28� conducted an assessment of steady
state PSP, TSP �temperature sensitive paint�, and IR �infrared�
measurement techniques for flat plate film cooling. Gao et al. �29�
compared the steady state PSP and transient IR measurement tech-
niques for the nonrotating leading edge region film cooling. PSP
works by sensing the partial pressure of oxygen on the test sur-
face. By displacing the oxygen on the leading edge via nitrogen
injection from the film cooling holes and by measuring the rela-
tive difference between air and nitrogen injection, the film cooling
effectiveness can be calculated. Since no heating is involved, er-
rors resulting from lateral heat conduction in the test surface are
avoided resulting in a clean and well-defined coolant trace.
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Facilities and Testing

Research Type Turbine Facility. To address the major turbine
efficiency, performance, heat transfer, and flow research issues,
Schobeiri and his co-workers �30,31� developed and designed a
state-of-the-art multipurpose turbine research facility with a ver-
satile research turbine as its core component. The compressor and
combustar stages of a gas turbine are not modeled. The modular
structured design of the research turbine enables incorporation of
up to four turbine stages. The stator and rotor blades may be of
any arbitrary design, ranging from zero degree of reaction cylin-
drical blades to higher reaction 3D blades. Test blades of high,
intermediate, or low pressure turbine units may be used. The fa-
cility is capable of accurately measuring the efficiency and per-
formance of the entire turbine engine. In particular, the sophisti-
cated inter-stage traversing system provides detailed flow and
temperature profiles of the turbine stages.

The overall layout of the test facility is shown in Fig. 1. It
consists of a 300 HP electric motor connected to a frequency
controller which drives the compressor component. A three-stage
centrifugal compressor supplies air with a maximum pressure dif-
ference of 55 kPa and a volume flow rate of 4 m3/s. The com-
pressor operates in suction mode and the pressure and volume
flow can be varied by a frequency controller from 0 to 66 Hz. A

pipe fitted with a transition piece connects the compressor to a
Venturi mass flow meter which is used to measure the mass flow
through the turbine component. An exit diffuser serves as a
smooth transition piece between the turbine component and the
Venturi. The three-stage turbine with a fully automated data ac-
quisition system is the core component of the test facility. The
turbine inlet has an integrated heater that prevents condensation of
water from humid air expanding through the turbine during the
test. The turbine shaft is connected through a flexible coupling
with one end of a high precision torque meter. The accuracy of
this torque meter is ±0.02% of full scale. The other end of the
torque meter is coupled via a second flexible coupling with an
eddy current low inertia dynamometer with the maximum power
of 150 KW, a maximum torque of 500 Nm, and a rotational speed
accuracy of ±1 rpm. The dynamometer is controlled by a Texcel
V4-EC controller acquisition computer. Figure 2 shows a three-
stage air turbine component with its dimensions and operating
conditions specified in Table 1. For the current investigations, 2D
blades are used. A conceptual view of each stage is shown in Fig.
3. The blades are mounted on the rotor cylinder, which is con-
nected to the shaft via two locking mechanisms. Detailed flow
characteristics of this turbine can be found in the study of
Schobeiri et al. �30,31�. They used a five-hole probe to provide
flow angles, loss characteristics, pressure contours at several sec-
tions, and other aerodynamic performance at design point and
off-design conditions.

Modification on the Turbine. For film cooling heat transfer
investigations, a module was added to the system to enable pre-
cise measurement of film cooling effectiveness on rotating blades
using PSP as the measurement technique. To supply coolant to the
blade, the rotor cylinder and turbine shafts were modified as
shown in Fig. 4. Blue arrows show the coolant flow path while red
arrows indicate the mainstream flow. A rotary seal was adapted to

Fig. 2 Three-stage research turbine components, from
Schobeiri et al. †30‡

Fig. 1 Overall layout of TPFL-research turbine facility, from Schobeiri et al. †30‡

Table 1 Turbine dimensions and operating conditions

Item Specification Item Specification

Stage no. N=3 Mass flow ms=3.728 kg/s
Tip diameter Dt=685.8 mm Speed range n=1800–3000 rpm
Hub diameter Dh=558.8 mm Design speed nD=2550 rpm
Blade height Bh=63.5 mm Current speed n=2400–3000 rpm

Blade no. Stator 1=58 Inlet pressure pin=101.356 kPa
Blade no. Rotor 1=46 Exit pressure pex=71.708 kPa
Blade no. Stator 2=52 Blade no. Stator 3=56
Blade no. Rotor 2=40 Blade no. Rotor 3=44

Power P=80.0–110.0 kW
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prevent any leakage between rotating and nonrotating compo-
nents. The coolant is supplied through the hollow shaft and fills
inside of the rotor cylinder. Then, the coolant is injected into the
blades through hollow bolts used to attach the blade to the
cylinder.

Figure 5 shows the coolant path inside the blade at the first
rotor stage. The blade consists of top and bottom pieces due to the
manufacturing constraints and its total height and axial chord
length are 63.5 and 38.1 mm, respectively. The coolant is injected
into the leading edge plenum connected to a radial slot. This de-
sign was applied to ensure a uniform coolant discharge from the
plenum to the film cooling holes. Then, the coolant gas is finally
injected into the mainstream through the discrete holes on the
leading edge.

There are 16 film cooling holes in two rows; pressure side row
and suction side row from stagnation �Fig. 6�. Each row has eight
film cooling holes and those in the pressure side row are staggered
to the holes in the suction side row. The distance between adjacent
film cooling holes �p� in the spanwise direction is 7.1 mm for the
film hole diameter �d� 1.19 mm �p /d=5.97�. The distance be-
tween the pressure and suction side rows is 4.06 mm. The film
cooling holes were oriented to the spanwise �radial� direction and
inclined to the surface by 30 deg. In order to prevent any rotor
imbalance, two modified film cooling blades were diametrically
mounted.

Film Cooling Effectiveness Measurement Using PSP
Technique. As mentioned above, PSP is based on the mass trans-
fer analogy and, thus, eliminate the effects of the heat conduction.
Under rotating conditions, especially, this technique can avoid the
difficulties of mounting heaters and thermocouples on the rotating
blades. Thus, the PSP technique was utilized for this study. The
accuracy of the PSP technique for measuring film-cooling effec-
tiveness has been compared by Wright et al. �28� on a flat plate
with compound angled ejection holes using steady-state infrared
�IR� technique and steady-state temperature sensitive paint �TSP�
technique. Results were obtained for a range of blowing ratios and
show reasonable agreement with each other with IR, TSP as well
as PSP giving effectiveness results within 15% of each other.

Fig. 3 Conceptual view of the three-stage turbine, from
Schobeiri et al. †31‡

Fig. 4 Flow path of the coolant gas

Fig. 5 Coolant path inside the blade

Fig. 6 Modified film cooling blade
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Larger uncertainties for heat transfer techniques such as IR and
TSP methods were observed due to lateral heat conduction in the
flat plate as corrections for heat conduction were not included in
the presented results.

PSP is a photo-luminescence material that changes emitting
light intensity according to the surrounding partial pressure of
oxygen. By comparing the intensity difference between with and
without flow cases, we can obtain the oxygen partial pressure
information from the following equation:

Iref − Iblk

Iair − Iblk
= f� �PO2

�air

�PO2
�ref
� �1�

We need to take three kinds of images to enables it; reference
image, air image, and black image. The reference image �Iref� is
taken without any air flow but with the coated surface illuminated.
The pressure on the test surface �PO2

�ref is constant because there
is no air flow. The air image �Iair� is taken with the mainstream
and coolant flow on and with the surface illuminated. Note that air
is used for both mainstream and coolant. The black image �Iblk� is
taken without any flow or illumination in order to eliminate cam-
era noise. If the function f is available after a proper calibration
process �discussed in the following section�, the only unknown
variable �PO2

�air can be calculated. Most common applications of
PSP are the static pressure measurements. Because the concentra-
tion of oxygen is constant �PO2

=0.21P� in the air, the oxygen
partial pressure can be converted into the static pressure directly

�PO2
�air

�PO2
�ref

=
�0.21 � P�air

�0.21 � P�ref
=

Pair

Pref
�2�

The film cooling effectiveness can be measured using PSP tech-
nique by replacing the coolant gas as nitrogen instead of air. In
this case, the oxygen as the coolant is replaced with nitrogen and
generate lower oxygen partial pressure distribution �PO2

�mix. It can
be obtained from the following equation by taking another image:
Mixture image �Imix�. It is taken with the mainstream, coolant
flow �nitrogen� and with the surface illuminated

Iref − Iblk

Imix − Iblk
= f� �PO2

�mix

�PO2
�ref

� �3�

The difference in molecular weight between air and nitrogen is
assumed to be small enough to be neglected. Thus, if the pressure
field generated by film injection is assumed to be same for the air
and nitrogen injection cases, we can measure the effectiveness
from the oxygen partial pressure difference. Note that the film-
cooling effectiveness can be expressed by a ratio of oxygen con-
centrations in terms of mass transfer and can be re-written in
terms of oxygen partial pressure

� =
Cmix − Cair

CN2
− Cair

=
Cair − Cmix

Cair
=

�PO2
�air − �PO2

�mix

�PO2
�air

�4�

Cair, Cmix, and CN2
are the oxygen concentrations of mainstream

air, local mixed gas on the test surface, and coolant gas, respec-
tively. The definition for film effectiveness in Eq. �4� based on
mass transfer analogy is of similar form as that for adiabatic film
cooling effectiveness given in Eq. �5�

� =
Tmix − Tm

Tc − Tm
�5�

Optical Components Setup. Figure 7 is the schematic drawing
of the optical components. A narrow gap exists between the first
stage stator and rotor. For safety reasons, the rotating turbine is
enclosed in a steel casing. Thus, in order to take images of the
leading edge of the rotor blade, traditional camera lenses and
lighting sources could not be used in the research turbine for data
acquisition as an optical window could not be provided near the

leading edge. Hence, a borescope was used to enable optical ac-
cess to the blade leading edge region. It was inserted between the
trailing edge of first stator and the leading edge of the first rotor
and was confirmed to be rigid under load. It had a 90 deg direc-
tion of view and a ±45 deg field of view and its diameter was
5.77 mm. A 6 W Argon ion laser, whose wavelength was 488 nm,
illuminated the PSP coated blade. Both the exciting light from the
laser and the emitted light from the PSP coating were delivered
through the borescope using separate paths of fiber optic cables
embedded in the borescope. A 12-bit scientific grade CCD camera
�High speed Sensicam with CCD temperature maintained at
−15°C using two-stage peltier cooler� with an exposure time of
15 �s was employed to measure the emitting light intensity. A
small exposure time was selected to minimize image blurring
from rotor movement. At the given optical setup and exposure
time, the averaged number of photons detected by a pixel is about
1500 e− while the full-well capacity of the camera is 35,000 e−.
After averaging 200 images, it gives 0.2–0.4% shot noise error for
given pressure range. The camera was triggered by a signal from
an angular position sensor attached on the shaft. By detecting the
same angular position, the images from the camera had the same
view angle and were able to be averaged without blurring the
information. In addition, a 600 nm long pass optical filter was
placed between the camera and the borescope to block any re-
flected light and to record only the emitted light from the PSP.
Spectral characteristics of the current PSP were also considered to
choose the wavelengths for excitation �blue at 488 nm� and return
�orange� signals for the PSP. The borescope is located upstream of
the rotor blade leading edge between the first stage stator-rotor
gap to capture images. It should be noted that the distance be-
tween the rotor blade leading edge and the borescope is about
10 mm due to the geometric restriction in this gap. The additional
wake from the borescope may affect the film coolant distribution
on the leading edge region. However, the response time of current
PSP is about 0.3 s to the pressure variation. During 0.3 s, the film
cooling blade travels 12–15 revolutions. Thus, at the instant at
which an image of the test surface �15 �s� is captured, the PSP
does not have sufficient reaction time to detect the effect of the
wake from the borescope. Hence, the information from the PSP
represents an averaged value over several revolutions and the ef-
fect of the additional wake from the borescope, which is present
only at a particular position in time, can be neglected.

Calibration of PSP. Calibration for the PSP was conducted
inside a vacuum chamber with same optical components and set-
tings. Figure 8 shows the schematic of the calibration setup.
Heated air was circulated until the temperatures of the test sample
and the calibration chamber are at steady state at the desired tem-
perature. Temperature dependence of PSP was avoided by per-
forming all the experiments at this temperature corresponding to
the first stage stator exit at steady state conditions. After that, the
inlet of the air flow was blocked and the inside pressure was
controlled using a vacuum pump from 0 to 1 atm. The intensity
from the PSP coated test plate was recorded at different pressures.
To validate the potential influence of the convex leading edge

Fig. 7 Schematic drawing of the optical components
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shape or off-axis lighting/viewing, calibration was conducted on a
cylinder, whose radius was similar to the curvature of the blade
leading edge surface. The calibration result shows that the off-axis
lighting/viewing does not affect the result up to ±50 deg. The
view windows of the present experimental results are within the
range. Figure 9 shows the calibration curve of intensity ratio ver-
sus pressure ratio, which is found to be linear except in the high
vacuum range.

Experimental Procedure. For each kind of image, 200 pic-
tures were taken and saved as TIF format to calculate the averaged
intensity at each pixel. As the viewing angle for the borescope was
not large enough to cover the entire leading edge, individual im-
ages for each hole were taken and then arranged together. The film
cooling holes were used as position markers to align each picture.
During tests, it was ensured that the temperature of the main-
stream air, coolant and test section as well as the rotational speed,
torque on the dynamometer and laser output power were in steady
state conditions. Reference images were taken at 0 rpm, after the
rotating main experiments. MATLAB and FORTRAN programs were
used to convert the intensity information into the film cooling
effectiveness data.

The uniformity of the temperature was considered. In general,
the mainstream flow may have a temperature variation in radial
direction. However, the mainstream flow is highly turbulent and
film cooling flow interrupts the mainstream flow resulting in fur-
ther mixing. Thus, the temperature difference should be less than
a degree. In addition, the blade is made of aluminum. Due to its
high thermal conductivity, the temperature difference of a few
degrees can be absorbed. So, the error due to the nonuniform
temperature distribution would be minimal.

The coolant flow rate for a certain blowing ratio was pre-
determined from the mainstream flow conditions at the rotor inlet.
The flow rate was then set using a rotameter and then fed into an
axial supply line through a rotary union placed downstream of the
turbine rotor. The annular shaft was specifically designed for cool-
ant transport which then fed the coolant through radial holes
drilled in the shaft into the turbine disk plenum. The mating in-
terfaces of the turbine assembly were lined with a sealant to pre-

vent coolant leakage. A pressure test for the shaft and the turbine
disk was also performed to ensure there was no leakage.

Uncertainty Calculations. Uncertainty calculations were per-
formed based on a confidence level of 95% and are based on the
uncertainty analysis method of Coleman and Steele �32�. The un-
certainty for effectiveness is estimated to be 7%, which arises due
to an uncertainty of about 5% in the partial pressures of oxygen.
This uncertainty is contributed by uncertainties in calibration �4%�
and image capture �1%�. Also, the level of the shot noise was
estimated to be 0.4% �33�. However, the edge of each view win-
dow has larger error. Uncertainty for the blowing ratios is esti-
mated to be 4%.

Discussion of Results

Effects of the Rotational Speed on the Film Cooling Effec-
tiveness Level. In order to understand and interpret the film cool-
ing effectiveness results, the following turbine aerodynamic as-
pects need to be discussed beforehand �for detailed discussion see
Schobeiri et al. �30,31��. �a� Operating the turbine at an off-design
point causes changes in incidence. If the rotational speed is lower
than design point, the flow impinges on the rotor leading edge
with a negative incidence that causes the stagnation line to shift
toward the suction side. As a consequence, some of the film cool-
ing jets stemming from the suction side holes are deflected toward
the pressure surface. On the other hand, if the turbine is operated
at higher rpm, the stagnation line shift toward the pressure side
and the traces are deflected toward the suction surface. This phe-
nomenon is graphically explained for positive, zero and negative
incidence angle cases in Fig. 10. �b� The cylindrical blades are
usually designed to operate at mid-height radius with an optimum
efficiency at zero incidence-angle when operated at the design
point. Thus, any deviation from that radius causes incidence that
are associated with increased total pressure losses. The results of
the film cooling effectiveness reflect these aerodynamic situations.

The results for film effectiveness trace patterns at 2400, 2550,
and 3000 rpm are shown in Figs. 11–13, respectively. Based on
the directions of the film traces, it can be clearly observed that the
location of the stagnation line moves from the pressure side to the
suction side as the rotational speed increases and changes the
deflection angles of the traces. Note that the black lines in each
contour represent the approximate stagnation line. In the
2400 rpm case, the stagnation line is located near the pressure side
film cooling row and the coolant traces from the first three holes
from the hub on the pressure side row are deflected to the suction
side. In the mean time, the coolant from the upper five holes goes
to the pressure side as expected. Based on the coolant flow direc-
tion of each hole, it seems that the stagnation line is slightly
inclined because of the two-dimensional characteristics of the cy-
lindrical blade. On the suction side, the coolant traces from the
suction side row of holes go to the suction side beyond the flow

Fig. 8 Schematic calibration setup

Fig. 9 Calibration curve of the PSP

Fig. 10 Flow path inside and outside the blade for „a… positive
off-design, „b… design, and „c… negative off-design conditions
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stagnation line and its degree of deflection reduces as the immer-
sion ratio increases. For 2550 rpm case, which is the design point,
the stagnation line generally is located between the pressure side
and suction side film cooling holes rows. Thus, the film coverage
on the pressure and suction side is comparable to each other.
However, the area between the coolant-hole rows is not much
protected except near the tip portion, and the coolant goes to both
sides except those from the first two holes from the tip on the
suction side row. Again, this is due to inclined stagnation line
shown in the figure. In the 3000 rpm cases, the stagnation line
moved to the suction side and all the traces go to the pressure side.
In this case, the deviation from the design condition is three times
compared to the 2400 rpm case. Thus, the stagnation line shifted
much further to the suction side and the effects of rotational speed
should be larger. As a result, none of the coolant ejecting from the
suction side goes to the suction side.

The location of the stagnation line also seems to affect the local
blowing ratio distribution. The static pressure on the stagnation
line is the highest while the pressure inside the blade plenum can
be assumed to be the same for every hole. As a consequence, the
local blowing ratio is directly affected by the location of the stag-
nation line. The 2400 rpm cases show this phenomenon. The
traces from the suction side row are generally stronger than those
from the pressure side row, which is closer to the stagnation line.
The overall film cooling effectiveness levels decrease as the rota-
tional speed increases. The increase of rotational speed affects the
film effectiveness level in two ways. One is that the blade expe-
riences more wakes originating from the stator trailing edge for a
given time. The other is that the effect of each wake is larger
because the relative inlet velocity reduces as the rotational speed
increase while the size of the wake remains same. Both these
effects increase the wake Strouhal number. Thus, the leading edge
portion experiences severe mixing due to the increased unsteady
turbulent wake effect and the film cooling effectiveness level is
lower as the rotational speed increases.

CFD was done by Yang et al. �34� confirmed the trend obtained

Fig. 11 Leading edge region film cooling effectiveness distri-
bution at 2400 rpm, „a… M=0.5, „b… M=1.0, and „c… M=2.0

Fig. 12 Leading edge region film cooling effectiveness distri-
bution at 2550 rpm, „a… M=0.5, „b… M=1.0, and „c… M=2.0

Fig. 13 Leading edge region film cooling effectiveness distri-
bution at 3000 rpm „a… M=0.5, „b… M=1.0, and „c… M=2.0
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from experimental film trace results �Fig. 14�. The geometry of
the CFD calculations was similar to the current turbine. A CFD
software package FLUENT �version 6� was used in their calculation
to calculate the pressure, heat transfer coefficient, and film cooling
effectiveness distributions. It can be seen that the film trace com-
parison between the experiments and CFD is reasonable in terms
of the effects of rotating speed on the film cooling flow direction,
as explained in the above paragraph.

Effects of the Blowing Ratio. The averaged blowing ratio was
controlled to be �a� 0.5, �b� 1.0, and �c� 2.0 for each rotating
speed. As the blowing ratio increases, the directions of the coolant
flows are closer to the radial or spanwise direction due to the
higher momentum of coolant flows. The peak effectiveness levels
are also affected by the momentum level of coolant flows. When
M =0.5, coolant traces are stronger and more distinguishable from
each other. However, the area covered by the coolant is limited.
As the blowing ratio increases, the coolant covers more area al-
though individual coolant traces are weaker and not very distin-
guishable from each other. In general, if the blowing ratio is
higher than one, some of the coolant gas penetrates into the main-
stream and lifts off from the surface. Thus, the strength of the
coolant flow downstream of the film cooling hole is weaker com-
pared to the low blowing ratio case. Possibly, the coolant gas has
more interaction with the mainstream at higher blowing ratio and

is distributed more uniformly. This study being the first investiga-
tion involving detailed film cooling measurements on a rotating
blade, the present results cannot be compared against available
data in open literature. However, tests performed under stationary
conditions on simulated cylindrical leading edges indicate similar
results for comparable blowing ratios. PSP measurements by Gao
et al. �29� on a two row showerhead cylindrical leading edge
model also gave stronger traces for M =0.4 whereas M =1.2
showed more spreading but weaker individual coolant traces.
Similar trends were also obtained by Ekkad et al. �16� for air
injection on the leading edge of a simulated semicylindrical lead-
ing edge in a low speed wind tunnel.

Effects of the Spanwise Location. In general, the film cooling
effectiveness distributions show that the film coolant traces near
the mid-section region is stronger than the other regions.
Schobeiri et al. �31� showed that the losses are the lowest between
r*=0.3 and 0.6 �mid-section region� for the current cylindrical
blades. Higher loss coefficient implies that there is more mixing
and, as a result, lower film cooling effectiveness around the hub
and tip. It also agrees with the flow structure because there are
strong secondary vortices at the hub and tip regions. The results at
the lower rotational speed show larger differences in the film ef-
fectiveness level between the mid-section and the hub and tip
regions compared to the results at higher rotational speed.

Spanwise Averaged Film Cooling Effectiveness. Figures
15�a�–15�c� shows the spanwise averaged film cooling effective-
ness at each rotational speed. It seems the blowing ratio does not
affect the averaged results much. Considering the contour plots in
Figs. 11–13, however, it does not mean that each blowing ratio
case provides similar protections to the blade surface. At M =0.5,
the traces from each holes are stronger while they covers only
limited area. At M =2.0, the coolant films are distributed more
uniformly and cover a larger area, although the traces themselves
are weak and hardly distinguishable. As a result, the strength of
the coolant film is compensated by the size of protected area and
averaged results for each case are similar.

The spanwise averaged film cooling effectiveness results are

Fig. 14 Coolant path lines colored by particle number „Yang et
al. †34‡…

Fig. 15 Span-wise averaged film cooling effectiveness
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re-arranged to see the effects of the rotational speed �Figs.
15�d�–15�f��. Generally, higher rotational speed reduces the effec-
tiveness level due to the increased wake effects. The effectiveness
level on the suction side is more sensitive to the rotational speed
compared to the pressure side. As mentioned before, the coolant
from the suction side row flows to the suction side at low rota-
tional speed while it flows to the pressure side at a higher rota-
tional speed. In that case, the area at the downstream of the suc-
tion side row �2�x /d�4� is not much protected by the coolant at
higher rotational speed because most of the coolant traces are
deflected towards the pressure side. The change in the rotational
speed also affects the direction of the coolant traces from the
pressure side row. However, those coolant traces generally head to
the pressure side and their variation in this direction is smaller
compared to that from the suction side row. Thus, the spanwise
averaged effectiveness level near the pressure side row shows less
dependency on the rotational speed. It should be noted that the
spanwise averaged results mask the influence of the inclined stag-
nation line as shown in Figs. 11 and 12. The stagnation line ori-
entation causes the coolant traces to reverse near the blade hub
and tip for a few cases �2400 and 2550 rpm� causing the spanwise
averaged results to be biased.

Conclusions
Detailed film cooling effectiveness distributions on the leading

edge region of a rotating blade with two rows of radial-angle film
cooling holes were measured by the PSP technique. The conclu-
sions of this study are as follows:

�1� The rotational speed or the flow stagnation line inci-
dence angle is the most important factor in determining
the leading-edge region film cooling effectiveness dis-
tributions. Different rotational speed changes the inci-
dence angle to the leading edge and affects the direction
of the film coolant path to either side of the design con-
dition stagnation line.

�2� For 2400 rpm �positive off-design condition�, film cool-
ing traces from both film cooling hole rows generally go
to the suction side of the rotating blade, while they go to
the pressure side at 3000 rpm �negative off-design con-
dition�. In the case of 2550 rpm design condition, the
film cooling traces from the two rows are almost evenly
distributed between pressure and suction side, from the
stagnation line.

�3� In general, the average film cooling effectiveness de-
creases as the rotational speed increases from 2400 rpm
�positive incidence angle� to 3000 rpm �negative inci-
dence angle�.

�4� As the blowing ratio increases, each coolant trace is
weaker, but more uniformly distributed on the leading
edge region.

�5� Overall averaged film cooling effectiveness decreases
slightly as the blowing ratio increases at the 3000 rpm
case. For 2400 and 2550 rpm, it is fairly insensitive with
blowing ratio.
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Nomenclature
C � oxygen concentration
d � diameter of film-cooling holes �1.19 mm�
I � pixel intensity for an image

M � average blowing ratio �=�cVc /�mVm�
PO2 � partial pressure of oxygen

P � static pressure
p � spanwise distance between film cooling holes

PS � blade pressure-side
r* � immersion ratio, �r−rhub� / �rtip−rhub�
SS � blade suction-side
T � temperature �°C�
x � streamwise distance measured from midway

between the two rows of holes
� � local film-cooling effectiveness

Subscripts
c � coolant

m � mainstream
air � mainstream air with air as coolant

mix � mainstream air with nitrogen as coolant
ref � reference image with no mainstream and cool-

ant flow
blk � image without illumination �black�

References
�1� Han, J. C., Dutta, S., and Ekkad, S. V., 2000, Gas Turbine Heat Transfer and

Cooling Technology, Taylor and Francis, New York.
�2� Nirmalan, N. V., and Hylton, L. D., 1990, “An Experimental Study of Turbine

Vane Heat Transfer With Leading Edge and Downstream Film Cooling,”
ASME J. Turbomach., 112, pp. 477–487.

�3� Abuaf, N., Bunker, R., and Lee, C. P., 1997, “Heat Transfer and Film Cooling
Effectiveness in a Linear Airfoil Cascade,” ASME J. Turbomach., 119, pp.
302–309.

�4� Cruse, M. W., Yuki, U. M., and Bogard, D. G., 1997, “Investigation of Various
Parametric Influences on Leading Edge Film Cooling,” ASME Paper No. 97-
GT-296.

�5� Ekkad, S. V., Mehendale, A. B., Han, J. C., and Lee, C. P., 1997, “Combined
Effect of Grid Turbulence and Unsteady Wake on Film Effectiveness and Heat
Transfer Coefficient of a Gas Turbine Blade With Air and CO2 Film Injection,”
ASME J. Turbomach., 119, pp. 594–600.

�6� Cutbirth, J. M., and Bogard, D. G., 2003, “Effects of Coolant Density Ratio on
Film Cooling Performance on a Vane,” Proceedings of ASME Turbo Expo
2003, Atlanta, GA, June, Paper No. GT2003-38582.

�7� Luckey, D. W., Winstanley, D. K., Hames, G. J., and L’Ecuyer, M. R., 1977,
“Stagnation Region Gas Film Cooling for Turbine Blade Leading-Edge Appli-
cations,” AIAA J., 14, pp. 494–501.

�8� Mick, W. J., and Mayle, R. E., 1988, “Stagnation Film Cooling and Heat
Transfer Including Its Effect Within the Hole Pattern,” ASME J. Turbomach.,
110, pp. 66–72.

�9� Karni, J., and Goldstein, R. J., 1990, “Surface Injection Effect on Mass Trans-
fer From a Cylinder in Crossflow: A Simulation of Film Cooling in the Lead-
ing Edge Region of a Turbine Blade,” ASME J. Turbomach., 112, pp. 418–
427.

�10� Mehendale, A. B., Han, J. C., and Ou, S., 1991, “Influence of High Main-
stream Turbulence on Leading Edge Heat Transfer,” ASME J. Heat Transfer,
113, pp. 843–850.

�11� Mehendale, A. B., and Han, J. C., 1992, “Influence of High Mainstream Tur-
bulence on Leading Edge Film Cooling Heat Transfer,” ASME J. Turbomach.,
114, pp. 707–715.

�12� Ou, S., Mehendale, A. B., and Han, J. C., 1992, “Influence of High Main-
stream Turbulence on Leading Edge Film Cooling Heat Transfer: Effect of
Film Hole Row Location,” ASME J. Turbomach., 114, pp. 716–723.

�13� Mehendale, A. B., and Han, J. C., 1993, “Reynolds Number Effect on Leading
Edge Film Effectiveness and Heat Transfer Coefficient,” Int. J. Heat Mass
Transfer, 36�15�, pp. 3723–3730.

�14� Salcudean, M., Gartshore, I., Zhang, K., and Barnea, Y., 1994, “Leading Edge
Film Cooling of a Turbine Blade Model Through Single and Double Row
Injection: Effects of Coolant Density,” ASME Paper No. 94-GT-2.

�15� Funazaki, K., Yokota, M., and Yamawaki, K., 1997, “The Effect of Periodic
Wake Passing on Film Effectiveness of Discrete Holes Around the Leading
Edge of a Blunt Body,” ASME J. Turbomach., 119, pp. 292–301.

�16� Ekkad, S. V., Han, J. C., and Du, H., 1998, “Detailed Film Cooling Measure-
ments on a Cylindrical Leading Edge Model: Effect of Free-Stream Turbu-
lence and Coolant Density,” ASME J. Turbomach., 120, pp. 799–807.

�17� Ou, S., and Rivir, R. B., 2001, “Leading Edge Film Cooling Heat Transfer
With High Free Stream Turbulence Using a Transient Liquid Crystal Image
Method,” Int. J. Heat Mass Transfer, 22, pp. 614–623.

�18� Reiss, H., and Bölcs, A., 2000, “Experimental Study of Showerhead Cooling
on a Cylinder Comparing Several Configurations Using Cylindrical and
Shaped Holes,” ASME J. Turbomach., 122, pp. 161–169.

�19� Kim, Y. J., and Kim, S. M., 2004, “Influence of Shaped Injection Holes on
Turbine Blade Leading Edge Film Cooling,” Int. J. Heat Mass Transfer, 47,
pp. 245–256.

�20� Dring, R. P., Blair, M. F., and Hoslyn, H. D., 1980, “An Experimental Inves-
tigation of Film Cooling on a Turbine Rotor Blade,” ASME J. Eng. Power,
102, pp. 81–87.

Journal of Heat Transfer SEPTEMBER 2006, Vol. 128 / 887

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�21� Takeishi, K., Matsuura, M., Aoki, S., and Sato, T., 1990, “An Experimental
Study of Heat Transfer and Film Cooling on Low Aspect Ratio Turbine
Nozzles,” ASME J. Turbomach., 112, pp. 488–496.

�22� Abhari, R. S., and Epstein, A. H., 1994, “An Experimental Study of Film
Cooling in a Rotating Transonic Turbine,” ASME J. Turbomach., 116, pp.
63–70.

�23� Zhang, L. J., and Fox, M., 1999, “Flat Plate Film Cooling Measurement Using
PSP and Gas Chromatography Techniques,” Proc. Fifth ASME/JSME Joint
Thermal Engineering Conference, San Diego, CA.

�24� Zhang, L. J., Baltz, M., Pudupatty, R., and Fox, M., 1999, “Turbine Nozzle
Film Cooling Study Using the Pressure Sensitive Paint �PSP� Technique,”
ASME Paper No. 99-GT-196.

�25� Zhang, L. J., and Jaiswal, R. S., 2001, “Turbine Nozzle Endwall Film Cooling
Study Using Pressure-Sensitive Paint,” ASME J. Turbomach., 123, pp. 730–
738.

�26� Ahn, J., Mhetras, S., and Han, J. C., 2004, “Film-Cooling Effectiveness on a
Gas Turbine Blade Tip Using Pressure Sensitive Paint,” Proceedings of ASME
Turbo Expo 2004, Paper No. GT-2004-53249.

�27� Mhetras, S., Yang, H., Gao, Z., and Han, J. C., 2005, “Film-Cooling Effective-
ness on Squealer Rim Walls and Squealer Cavity Floor of a Gas Turbine Blade
Tip Using Pressure Sensitive Paint,” Proceedings of ASME Turbo Expo 2005,
Paper No. GT 2005-68387.

�28� Wright, L. M., Gao, Z., Varvel, T. A., and Han, J. C., 2005, “Assessment of
Steady State PSP, TSP, and IR Measurement Techniques for Flat Plate Film

Cooling,” Proceedings of 2005 ASME Summer Heat Transfer Conference, Pa-
per No. HT 2005-72363.

�29� Gao, Z., Wright, L. M., and Han, J. C., 2005, “Assessment of Steady PSP and
Transient IR Measurement Techniques for Leading Edge Film Cooling,” Pro-
ceedings of 2005 ASME IMECE Congress and Exposition, Paper No.
IMECE2005-80146.

�30� Schobeiri, M. T., Gillaranz, J. L., and Johansen, E. S., 2000, “Aerodynamic
and Performance Studies of a Three Stage High Pressure Research Turbine
With 3D Blades, Design Points and Off-Design Experimental Investigations,”
Proceedings of ASME Turbo Expo 2000, Paper No. 2000-GT-484.

�31� Schobeiri, M. T., Suryanarayanan, A., Jermann, C., and Neuenschwander, T.,
2004, “A Comparative Aerodynamic and Performance Study of a Three-Stage
High Pressure Turbine With 3D Bowed Blades and Cylindrical Blades,”
ASME Paper No. GT2004-53650.

�32� Coleman, H. W., and Steele, W. G., 1989, Experimentation and Uncertainty
Analysis for Engineers, Wiley, New York.

�33� Liu, T., Guille, M., and Sullivan, J. P., 2001, “Accuracy of Pressure Sensitive
Paint,” AIAA J., 39�1�, pp. 103–112.

�34� Yang, H., Chen, H. C., Han, J. C., and Moon, H. K., 2005, “Numerical Pre-
diction of Film Cooling and Heat Transfer on the Leading Edge of a Rotor
Blade With Two Rows Holes in a 1-1/2 Turbine Stage, At and Off Design
Conditions,” Proceedings of ASME Turbo Expo 2005, Paper No. GT-2005-
68355.

888 / Vol. 128, SEPTEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. C. Ng
e-mail: mpengkc@nus.edu.sg

M. A. Sai

A. Chakraborty

Mechanical Engineering Department,
National University of Singapore,

10 Kent Ridge Crescent,
Singapore 119260

B. B. Saha
e-mail: bidyutb@cm.kyushu-u.ac.jp

S. Koyama
e-mail: koyama@cm.kyushu-u.ac.jp

Interdisciplinary Graduate School
of Engineering Sciences,

Kyushu University,
Kasuga-koen, 6-1, Kasuga-shi,

Fukuoka 816-8580, Japan

The Electro-Adsorption Chiller:
Performance Rating of a Novel
Miniaturized Cooling Cycle for
Electronics Cooling
The paper describes the successful amalgamation of the thermoelectric and the adsorp-
tion cycles into a combined electro-adsorption chiller (EAC). The symbiotic union pro-
duces an efficiency or COP (coefficient of performance) more than threefold when com-
pared with their individual cycles. The experiments conducted on the bench-scale
prototype show that it can meet high cooling loads, typically 120 W with an evaporator
foot print of 25 cm2, that is 5 W /cm2 at the heated surface temperature of 22°C, which
is well below that of the room temperature. The COPs of the EAC chiller vary from 0.7
to 0.8, which is comparable to the theoretical maximum of about 1.1 at the same oper-
ating conditions. With a copper-foam cladded evaporator, the high cooling rates have
been achieved with a low temperature difference. In addition to meeting high cooling
rates, the EAC is unique as (i) it has almost no moving parts and hence has silent
operation, (ii) it is environmentally friendly as it uses a nonharmful adsorbent (silica
gel), and (iii) water is used as the refrigerant. �DOI: 10.1115/1.2241786�

Keywords: electro-adsorption cycle, electronic cooling, miniaturized chiller, silica gel-
water adsorption cycle

Introduction
The advent of high clocking-speed processors of computers or

CPUs has generated a “crisis state” in its thermal management
because the convective fins/fan cooling can no longer remove suf-
ficiently all the heat generated. This is attributed to the current
trends in packaging a large number of integrated circuits �ICs�
within the available CPU’s footprint. When the encasement sur-
face temperature of the CPUs reaches its thermal design point
�TDP� �1�, the on-board thermal management software would au-
tomatically curtail the clocking speed to reduce heat generation.
Given the constraints of finite area of fins and low power electric
fans, major CPU manufacturers have resorted to using two or
more processors or the multicore design on an enlarged footprint,
distributing the heat generation of CPU to a larger encasement. A
plot of the surface temperature of CPU encasement with the
power intensity is shown in Fig. 1 where the TDP of 73°C has
frequently been breached when the clock speeds of the CPUs
exceeded 3.0 GHz.

One of the most promising methods to resolve the heat dissipa-
tion problem of CPUs is the development of a novel, high cooling
density, and low maintenance cooling cycle that could be scaled in
a manner that a miniaturized chiller could fit onto the desk-top
PCs or server systems. New generations of CPU coolers aim to
maintain the casement temperature no more than a few degrees
above the ambient temperature, which is not possible by the con-
straints of fins-fan systems. A survey of the literature �2,3� shows
that there are two categories of cooling devices: �i� the passive-
type cooling devices in which the load-surface temperatures are
operated well above the ambient temperature and these devices
include forced-convective air cooling, liquid immersion cooling,
heat pipe, and thermo-syphon cooling, and �ii� the active-type

cooling device where electricity or power is consumed. For ex-
ample, a scale-down vapor-compression refrigeration system has
the capability of lowering the load surface temperature below the
ambient temperature. However, the efficiency of such a vapor-
compression-type cooler decreases rapidly when its physical di-
mensions are miniaturized as the dissipative losses of the refrig-
eration cycle could not be reduced accordingly �4�. The surface
and fluid friction of the refrigeration cycle increase relatively with
reduced volume of devices. In addition, mechanical devices have
high maintenance cost.

The simplest method is the forced air convection �5� with the
option of an extended heat sink that increases the heat source
surface area of heat exchanger and/or incorporates the flow barri-
ers on the surfaces to be cooled to increase air turbulence for
better heat dissipation. This method is adequate for many types of
current microelectronic cooling application. These methods, al-
though feasible, may cease to satisfy the constraint of compact-
ness for future generations of CPUs as cooling power may in-
crease to the order of 200 to 300 W.

Passive thermo-syphons �6� are similar low-maintenance-type
devices where they involve virtually no moving parts except with
the cooling fans for the condenser. Such devices, however, are
orientation dependent as they rely on gravity and elevation differ-
ential for condensate return from the condenser to the evaporator.
Thermo-syphons equipped with one or more mini pump have also
been proposed �7�. Instead of relying on gravity, the condensate is
pumped from the condenser to the evaporator, which provides for
orientation independency. It also allows for the possibilities of
forced convective boiling, spraying of condensate, or jet impinge-
ment of condensate at the evaporator, which will effectively en-
hance boiling characteristics and therefore cooling performance.

Laid-out heat pipes �8,9� have found applications in laptop and
desktop computers. The evaporating ends of the miniaturized heat
pipes are judiciously arranged over the CPU while the condensing
ends are arranged to increase the surface area of the heat sink.

Mini vapor compression chillers �10� have also found applica-
tions in the cooling of CPUs. In one design, the evaporator is
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placed over the heat source surface while the mini condensing unit
is positioned remote from the heat source. Although the vapor
compression chillers may be efficient at macro dimensions, the
miniaturized versions of the macro counterparts suffer high fric-
tion and heat losses when miniaturized as the ratio of surface area
to volume increases. With many moving parts in the compressors,
the cost of maintenance is known to be high.

Thermoelectric chillers �11,12� are also used in CPU cooling,
but they suffer from inherently low COP �typically in the range of
0.1–0.3 for the temperature differentials of microelectronic appli-
cations� and high cost. The low efficiency implies that the increase
in cooling rates requires unacceptably high electrical power input
and, thus, compounds the problem of heat rejection to the envi-
ronment. Thermoelectric chillers, on the other hand, are compact
and they have no moving parts other than the cooling fans.

Adsorption chillers �13,14� are known to have the potential for
miniaturization �15�. This is because adsorption and desorption
processes of refrigerant onto the adsorbent are primarily surface
rather than bulk processes. Micro-scale reactors could be designed
to comprise the micro-channel cavities containing the adsorbents
where the molecular adsorbates are attached during the processes.
The technology of coupling a thermoelectric device �Peltier de-
vice� to an adsorber and a desorber has been reported previously
�16,17�, but their applications have been confined to humidifica-
tion, dehumidification, gas purification, and gas detection. Re-
cently, Ng et al. �18,19� patented a miniaturized and yet modular
cooling device, called the electro-adsorption chiller �EAC�. It is a
hybrid cooling cycle that amalgamates all the virtues of thermo-
electrics and the silica gel-water adsorption cycles. It exploits not
only the ease of thermoelectric operation but, when symbiotically
combined with the adsorption cycle, the EAC amplifies the system
COP many-fold over. The increased performance is attributed to
both the heating and cooling fluxes from the thermoelectrics being
concomitantly regenerated and reutilized by the batch operation of
the adsorption cycle.

A prototype EAC has been tailored to the required cooling of
CPUs and other electronic components, for example, an encase-
ment surface temperature of a CPU with an area of 5�5 cm2

totaling a heat release of 120 W. A comparison of heat rejection
rates of present day CPUs in relation to operating temperatures of
cooling methods is shown in Fig. 2. The EAC is found to give the
lowest encasement temperature �as opposed to the temperature

within the silicon wafer� at heat fluxes higher than 3 W/cm2—a
region that could be reached by the conventional methods without
increasing the encasement temperature.

In this paper, the authors describe a detailed construction and
testing of a prototype bench-scale EAC for an assorted range of
heat fluxes and surface temperatures. The experiments demon-
strate the effectiveness of the hybrid cycles at high cooling den-
sities and, yet, yield a low cooling surface temperature at the
evaporator. High boiling heat fluxes are realized by the use of a
copper-foam evaporator, in which there is intense boiling within
the pores of a copper-foam metal operating with a small tempera-
ture differential between the metal surface and the saturated liquid
�20,21�. The rating tests on the EAC span across an assorted range
of conditions for the thermoelectric power, cooling and chilling
water temperatures within the designated adsorber and the evapo-
rator, the cycle, and switching time intervals of the adsorption
cycle.

Fig. 1 The dependence of the chip surface temperature versus the power
intensity of CPU with a convective fins-fan system

Fig. 2 A comparison of the simulated results of the electro-
adsorption chiller „PEAC… versus the conventional methods of
cooling the computer’s CPU
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Electro-Adsorption Chiller (EAC) Cycle
The schematic of the electro-adsorption chiller �EAC� is shown

in Fig. 3. It comprises an evaporator, a condenser, two reactors or
beds containing the adsorbent, and an array of nine thermoelectric
�TE� modules per bed. Both water and silica gel are used in the
hybrid cycles and thus the EAC is environmental friendly. The
prototype EAC combines the heating and cooling behaviors of the
TEs in a batch-operated adsorption cycle. Two time intervals are
activated in series for the operation of an EAC, namely a short
switching interval of about 100 s and the half-cycle interval,
which could be varied up to 700 s. The electrical power supply

�either in a forward and a reverse polarity mode� to the EAC
operates the TEs, producing both the hot and cold surfaces on the
heat exchangers of desorber and adsorber. The heated desorber
would drive-off the vapor from the adsorbent �silica gel� into the
condenser. At the same time, the adsorber draws vapor from the
evaporator and cooling of the adsorber is achieved by the cold
junction of the TE as well as assistance from external cooling. The
batch operation of the EAC is controlled by the coordinated open-
ing and closure of the electro-pneumatic valves that are positioned
along the tubing between the beds, the evaporator, and the con-
denser, and the detailed sequence of operation is tabulated in
Table 1.

Heat rejection to the ambient from the EAC is via an air-cooled
condenser that simultaneously condenses the desorbed vapor
within the tubes. The condensate �refrigerant� is refluxed back to
the evaporator via a pressure reducing valve. Pool boiling in the
evaporator is sustained by the continued vapor uptake of the des-
ignated adsorber and completes the refrigeration flow cycle. The
alternating roles of the beds �containing the adsorbent� are con-
tinuously refreshed by the batch-operated processes. This is
achieved simply by reversing the direction of the dc power supply
�current flow direction is reversed�: what was formerly the cold
junction becomes the hot junction and vice versa. Concomitantly,
the external coolant cooling is also switched to the designated
adsorber and, similarly, the valves linking the evaporator and con-
denser are also switched to the respective adsorber and desorber.
During the switching interval, no mass transfers occur between
the hot bed and the condenser or the cold bed and the adsorber.

Experiments
An assembled, bench-size prototype EAC with major dimen-

sions is shown in Fig. 4. Based on these dimensions, the nominal
cooling capacity is about 120 W. Each reactor is sized to hold
0.3 kg of silica gel �Fuji Davison type “RD”� and the surface
areas of the reactors, evaporator, and condenser are respectively
169, 50, and 80 cm2. The reactors are connected to the evaporator
and condenser via on-off control valves �electro-pneumatic gate-
valve�. Nine pieces of thermoelectric modules �Melcor, UT8-12-
40-F1�, arranged in three series and three parallel, are placed be-

Table 1 Energy utilization schedule of an electro-adsorption chiller „valve notations are
referred to Fig. 3…

Cycle 1

R-1 SW DES→ADS V1, V2→ON A, B, C, D CLOSED PS ON
VPS 1R-2 SW ADS→DES V3, V4→ OFF

R-1 OP ADS V1, V2→ON A,C→OPEN
B,D→ CLOSED

PS ON
VPS 1R-2 OP DES V3, V4→ OFF

DELAY 1 Second, A, B, C, D Closed PS OFF

Cycle 2
R-1 SW ADS→DES V1, V2→ OFF A, B, C, D

CLOSED
PS ON
VPS 2R-2 SW DES→ADS V3, V4→ON

R-1 OP DES V1,V2→ OFF A,C→CLOSE
B,D→OPEN

PS ON
VPS 2R-2 OP ADS V3, V4→ON

·
·
·
·

continue
Notations:

ADS: adsorption stage, dES: desorption stage
SW: switching period �100 s�, OP: operation period �400 to 700 s�
half-cycle time=switching time+operation time
R-1: Reactor 1 or bed 1, R-2: Reactor 2 or bed 2
PS: power supply, VPS: voltage polarity switching
A, B, C, D: electro-pneumatic gate valve �OFF/ON control�
V1, V2, V3, V4: electro-magnetic valve �OFF/ON control�

Fig. 3 A schematic of the electro-adsorption chiller „EAC…
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tween the two reactors. The major components of a reactor or bed
are �i� two circular copper plates, �ii� a heat exchanger with fins
and tubes, and �iii� the PTFE enclosures. Locating the TEs is
performed by a 3�3 recess �each has a width=40 mm, length
=40 mm with a depth 1 mm�, while the opposite surface �which is
evacuated� has a square recess �width: 135 mm, length: 135 mm
with a depth of 1 mm�, machined into the copper plate to hold the
base of the heat exchanger bed. The heat exchanger block has a
total of 34 fins �each 1 mm thick�, uniformly spaced at 4 mm
pitch, and the silica gel �nominal diameter is 0.7 mm� is closely
packed into the slot spaces and the exterior surfaces of the heat
exchanger are enclosed by fine copper mesh �16 meshes per cm�.

Temperatures of silica gel of the reactor bed are measured with
four RTD probes �uncertainty ±0.1°C� at different depths and the
output signals are to taken out in the vacuum chambers via an
electrical feed through �eight pins, TL8K25, Edwards�. The whole
heat exchanger �containing the silica gel� is fastened to the inner
side of the copper plate to minimize the contact resistance. A
PTFE enclosure �low thermal conductivity� is used as the cover
for the adsorber or desorber bed. Five short pipe sockets �DN 10,
stainless steel�, with a viton “O” ring for vacuum sealing, link the
condenser and the evaporator. Two ports �9 mm diameter� made
of copper tubes are inserted via the cover, designed to carry ex-
ternal coolant to cool the beds. On one surface of the chamber’s
copper flange, a circular groove �250 mm diameter, 3 mm wide,
and 4 mm deep� for the location of a centering ring �DN 200 for
vacuum rating� is machined. Lastly, thermoelectric modules �three
series and three parallel connections� are placed at the outer sur-
face of the reactor, sandwiched by the two reactors that are held
together by four sets of studs-and-nuts fixtures.

A finned tube air-cooled condenser has two finned-tube
bundles, a vapor and a condensate collection tube. A 30 LPM fan
forces air through the fins of condenser. Two YSI �0.1% accuracy�
thermisters are used to measure the temperatures of refrigerant at

the inlet and outlet of the condenser, and pressure is continuously
monitored by a strain gauge type transducer �±2% full scale�. The
evaporator chamber consists of a NW 100 stainless steel tube
body and two NW 100 flanges �S.S. blanking flange and a quartz
view port� fitted for vacuum rating. Two glass view ports are
made on the tube body of the evaporator to observe the pool
boiling and the level of refrigerant. Four ports �14 mm diameter�
and one big port �25 mm diameter� are provided at the top plate
�NW 100, S.S., 12 mm thickness� where four short pipe sockets
�DN 10� are welded. The electrical lead through �TL8K25, eight
pins EDWARDS� is placed with the viton O ring. Two short pipe
sockets are connected to the reactors via electro-pneumatic gate
valves �DN 16� and flexible hoses. The third one is connected
with a temperature sensor �±0.1°C; 100 �� and the fourth is con-
nected to a pressure transducer �±0.2% full scale� with compres-
sion fittings.

A predetermined amount of water �refrigerant� is charged into
the evaporator chamber by a diaphragm vacuum valve, and the
pressure difference between the condenser and evaporator is
throttled by a needle-type valve, allowing the condensate to reflux
back to the evaporator. Pool boiling enhancement in the evapora-
tor is achieved using a copper-foam base �50 pores per inch or
PPI�, giving an excellent capillary effect for liquid and enhancing
boiling within foam surfaces. Figure 5 shows the pictorial views
of major parts of the EAC prior to its assembly.

Fig. 4 A pictorial view of the assembled bench-size electro-
adsorption chiller „EAC…

Fig. 5 Pictures of the key components of EAC prior to its as-
sembly „all dimensions are in mm…
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An infrared radiant heater with a tapered homogenizer �kalei-
doscope’s reflectivity 0.94� is used to provide uniform radiation
heat transfer to the copper foam in the evaporator via the quartz
�wavelength up to 2500 nm� window opening. Uniform heat flux
delivery is ensured by the kaleidoscope, as shown in Fig. 6. The
insert in the figure shows the electric bar heaters, which are seen
at the center while the surround “heaters” are the images formed
by the sides of the kaleidoscope. The connections between the
evaporator and the reactors, as well as those between the con-
denser and the reactors, are performed by the flexible hose �DN
10, vacuum rating� and electro-pneumatic gate valves �normally
closed, 240 V�. An Edwards rotary vane pump is used to vacuum
and to purge any noncondensable gas in the EAC.

Power input to the thermoelectric modules is provided by a dc
power supply �0–60 V, 0–50 A, 1200 W, GBIP auto ranging,
uncertainty: voltage 0.035% or ±40 mV and current 0.2% or
±85 mA�. In this experiment, the data acquisition unit accurately
captures the temperatures and pressures at the evaporator, reac-
tors, and condenser. All sensors are calibrated with traceability to
national standards. A computer program �HPVEE� is used for the
controls of the EAC such as �i� control the opening and closing of
electro-pneumatic valves and electromagnetic valves at different
time intervals in a batch cycle, �ii� reverse the polarity of the
voltage supplied to the thermoelectric so that the role of the ad-
sorber and desorber reversed after each batch cycle, and �iii�
record the power supplied to the thermoelectric modules so that
the performance of the electro-adsorption chiller can be
computed.

Prior to experiment, the test facility is first evacuated by a two-
stage rotary vane vacuum pump with a water vapor pumping rate
of 315�10−6 m3 s−1, and back migration of oil mist into the test
apparatus is prevented by an alumina-packed foreline trap. During
evacuation, power is applied to the infrared radiant heaters and
thermoelectric modules to heat up the copper foam and silica gel
to remove moisture and air from the beds and the evaporator.
Evacuation is repeated until a satisfactory vacuum pressure is at-
tained with negligible amount of noncondensable residual gas.
The required amount of refrigerant water �about 300 cc� is then
charged into the evaporator via a refrigerant charging unit. Prior to
charging, the test facility is initially evacuated and maintained at
room temperature.

Testing on the system is fully automatic under the control of a
computer program. Two time intervals of the EAC are activated
and they comprise �i� the switching time for the purpose of pre-
heating or precooling the beds and �ii� operation time. Water va-

por is generated in the evaporator chamber by vapor uptake to the
designated adsorber and the IR radiant heating via the quartz win-
dow maintains the system pressure. Through the control program,
the dc power supply and all electro-pneumatic valves �off/on con-
trol� are timed to operate in accordance to the schedule sequences.

COP of the Electro-Adsorption Chiller
The cycle-average coefficient of performance �COP� of the

electro-adsorption chiller is expressed in terms of the cycle-
average cooling rate of the overall device, i.e., the rate of heat
extraction at the evaporator �Qevap� and the power input from the
thermoelectric device �Pin�. The overall or net COP is

COP =
Qevap

Pin
=

qflux� Aevap

V��
0

tcycle

I�t�dt/tcycle�

,

where V is the fixed terminal voltage of the thermoelectric mod-
ules, I is the direct current drawn by the thermoelectric modules,
qflux� is the externally delivered infrared radiant �IR� heat flux,
Aevap is the area exposed to the IR heat flux, and tcycle indicates
the required cycle time.

Results and Discussion
The infrared �IR� radiant heater and the kaleidoscope provide a

uniform heat flux to the window aperture of the evaporator up to
5 W/cm2. The heat flux at the quartz window is calibrated by
using a water cooled heat flux meter �Transducer type: circular
foil heat flux meter, model 1000-0 with amp 11 Vatell, sensor
emissivity: 0.94 at 2 �m and 3% uncertainty�. The calibrated re-
sults as shown in Table 2 exhibit the amount of heat delivered or
cooling power at the evaporator. As IR energy is received by the
copper foam directly through the quartz window, pool boiling of
liquid occurs within the evaporator. Figure 7 shows the typical
temperature traces of the quartz surface, foam center, and satu-
rated vapor of the evaporator with time at steady-state conditions.
Owing to the higher wetted area for heat transfer of the foam, the
overall temperature difference between the heated surface and the
saturated vapor is measured less than 6 K at a heat flux of
5 W/cm2.

Focusing on the performance of the EAC, the temperature dis-
tributions for a “cold” start of the batch-operated chiller is shown
in Fig. 8. The initial temperatures of the condenser, evaporator,
adsorber, and desorber beds are 32°C, 26°C, 41°C, and 50°C,
respectively. In the first 100 s, the EAC undergoes a switching
period where all valves linking between the condenser or evapo-
rator to the designated beds are closed. Concomitantly, the ad-
sorber and desorber beds undergo a precooling or preheating
schedule. As the IR heating is applied from the quartz window, the
temperatures of the evaporator and copper foam increase. The
heating rates are substantially higher in the designated desorber
than the cooling rates of the adsorber and the mal-distribution of
heat rates is attributed to the performance characteristics of the
thermoelectric �TE�, where the forward voltage behavior tends to
be better than the case when the voltages are reversed.

After the switching period, the EAC enters into a normal oper-
ating half-cycle where the continued heating and cooling from
both sides of TE generate a large temperature lift across the des-
ignated desorber and adsorber beds. To compensate for the poorer
cooling of TE, additional coolant cooling is supplied to the ad-
sorber by injecting coolant through the heat exchanger. When the
valves linking �i� the evaporator to the adsorption bed and �ii� the
condenser to the desorber are opened, rapid vapor uptake by the
silica gel occurs, promoting pool boiling within the evaporator
and lowering the saturation temperature from the initial 26 to
20°C, while the foam surface temperature �although heated by
IR� reduces to 25°C. Air cooling in the condenser permits the
desorbed vapor from the desorber bed to be condensed.

Fig. 6 A schematic of the IR electric heaters with a kaleido-
scope for uniform heat flux delivery at the evaporator
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Table 2 Heat flux calibration table „points are shown in Fig. 6…

Sensor output
�uncertainty 3%�

�mv�a

Power output
�uncertainty 3%�

�W/cm2�

Input from
variable

transformer
�V�

Near IR
heater
point 1

Quartz
window
point 2

Near IR
heater
point 1

Before
quartz

window
point 2

Power at the
evaporator

Qevap=Aevap�qflux�
�W�

164 3.6 1.01 4.49 1.22 31.5
175 4.85 1.27 6.97 1.95 50.3
185 5.3 1.45 8.86 2.35 60.6
196 5.72 1.65 9.68 2.78 71.7
207 6.3 1.85 11.07 3.25 83.6
218 7.2 2.03 13.3 3.75 96.8
229 8.1 2.35 15.55 4.51 116.4
234 8.5 2.42 16.47 4.7 120.0
240 8.9 2.52 17.54 4.97 128.2

aConversion factor x�mv�=2.4438x-1.2189 W/cm2.

Fig. 7 Temperature traces of the copper-foam cladded evaporator and the
saturated vapor

Fig. 8 The experimentally measured temporal history of the electro-
adsorption chiller at a fixed cooling power of 120 W: � defines the tempera-
ture of reactor 1; � indicates the silica gel temperature of reactor 2; Œ shows
the condenser temperature; � represents the load surface „quartz… tempera-
ture and ——— is the evaporator temperature. Hence the switching and
cycle time intervals are 100s and 600s, respectively.
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At the end of the half-cycle, the EAC enters into a switching
period again where preheating and precooling processes com-
menced. This is followed by the next half-cycle, marked by the
reversal of roles of the beds: The saturated adsorbent is now being
heated for desorption and the unsaturated adsorbent is cooled for
vapor uptake. Cyclic steady state of the EAC can be attained in
just three to four half-cycles: The lowest possible condenser tem-
perature reached is about 36°C, and the evaporator attains a low
temperature of 18.2°C, corresponding to a delivered heat flux of
4.7 W/cm2 or total heat input of 120 W.

Figure 9 shows the Dühring diagram of the electro-adsorption
chiller with cycle time 600 s, having the fixed cooling capacity of
120 W. At 600 s, the difference in the vapor uptake and off-take is
about 12% and the pressure of the adsorption bed goes down
1600 Pa. From the Dühring diagram, one observes the cold-to-hot
thermal swing of the bed, causing momentary desorption at the
beginning of operation and maintaining the pressure in the hot

Fig. 9 Dühring diagram of the electro-adsorption chiller „EAC…

Fig. 10 The dc profile of the EAC for a fixed terminal voltage of 23 V of the
thermoelectric modules. The current profiles for the forward polarity
„switching and operation or the first half cycle… and the reversed polarity
„very small time scale 700 to 1000 s including switching and operation pe-
riods or the next cycle… are shown here.

Fig. 11 Effects of cycle time on average load surface „quartz… temperature,
evaporator temperature, and cycle average net COP. The constants used in
this experiment are the heat flux qflux� 4.7 W/cm2 and the terminal voltage of
thermoelectric modules V=24 V.
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reactor and the condenser. On the other hand, during hot-to-cold
thermal swing of the bed, there is a sudden rise in the bed pressure
at the end of the switching phase, causing momentary adsorption
in the bed.

From experimental investigation, a sharp rise in temperature of
the desorber bed during the switching interval is attributed due to
the excellent heat regeneration within the beds. The thermoelectric
modules draw heat from the adjacent bed and this results in a
sharp rise in the dc flow during switching period. Figure 10 shows
the current profile during a half-cycle operation of the electro-
adsorption chiller. The thermal mass absorbs a relatively large
amount of heat at the transient period and causes an additional
heat pumping effect. The current is thus slightly lowered. After a
long operating period the current becomes constant. The current
decreases abruptly at the end of switching. The value of I�t� in-
creases during the switching operation, because of the presence of
regenerative heat transfer occurring across the junctions of
thermo-electrics.

For a 4.7 W/cm2 heat flux in the evaporator, Fig. 11 shows the
compiled experimental results of EAC as function of cycle time,
the COP, and the temperatures of evaporator �Tevap� as well as the
heated copper-foam �Tload�. It is observed that there exist minima
for both the Tload and Tevap at a cycle time �Tcycle� of 500 s and the
measured COP �uncertainty of 0.03� is about 0.74. Increasing
half-cycle time to 800 s, the temperatures of the evaporator and
heated surface also increase monotonically, but the COP rises
monotonically to 0.8. The high COP of the EAC reflects the
unique advantages of amalgamating the TE with the adsorption
cycles. It demonstrates also high cooling densities from the foam-
cladded evaporator that meet the requirements of CPU cooling at
low encasement temperature—a cooling regime that hitherto can-
not be achieved by the conventional cooling devices.

Conclusions
The experiments show that the bench-scale electro-adsorption

chiller �EAC� has been successfully designed, commissioned, and
tested. Experimental results at assorted heat fluxes and half-cycle
operation time intervals show that the EAC has a broad range of
COP, from 0.7 to 0.8. With a suitable copper foam-cladded evapo-
rator, it is capable of achieving cooling flux density up to
5 W/cm2, corresponding to cooling capacity up to 125 W that is
needed for a processor unit. More importantly, the cooling per-
formed by the EAC is achieved at a low encasement temperature
that is below or just at ambient—a region of CPU cooling that
hitherto has yet to be reached by all passive methods.

Besides having high cooling densities, the EAC has almost no
major moving parts except the fan of the condenser and it permits
quiet operation as compared with other active coolers. The rating
tests of the EAC show the resilience of the chiller by having a
broad range of operating parameters that could be tuned to meet
its cooling capacity CPUs operating at full or part loads. As both
the adsorption �physio-sorption of vapor molecules� and TE �elec-
trons flow� cycles are scale independent, the authors believe that
the components of the bench-scale EAC could be further minia-
turized without excessive loss of system efficiency.
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Electronic Cooling Using
Synthetic Jet Impingement
The efficiency and mechanisms of cooling a constant heat flux surface by impinging
synthetic jets were investigated experimentally and compared to cooling with continuous
jets. Effects of jet formation frequency and Reynolds number at different nozzle-to-surface
distances �H /d� were investigated. High formation frequency �f =1200 Hz� synthetic jets
were found to remove heat better than low frequency �f =420 Hz� jets for small H /d,
while low frequency jets are more effective at larger H /d. Moreover, synthetic jets are
about three times more effective in cooling than continuous jets at the same Reynolds
number. Using particle image velocimetry, it was shown that the higher formation fre-
quency jets are associated with breakdown and merging of vortices before they impinge
on the surface. For the lower frequency jets, the wavelength between coherent structures
is larger such that vortex rings impinge on the surface separately.
�DOI: 10.1115/1.2241889�

Keywords: synthetic jets, impingement cooling, coherent structures, operating
frequencies, large-scale mixing

1 Introduction
Current trends in electronic components show continuously in-

creasing needs for efficient heat removal in closely packed sys-
tems, and this need is predicted to continue to grow in the fore-
seeable future �1�. The current method of heat removal, involving
extended surfaces and fan arrays, frequently used in electronics is
clearly insufficient, especially as the electronic components be-
come more and more powerful, dissipating more heat, whereas the
space around these components continues to be reduced due to
miniaturization trends. On the other hand, impinging jet cooling,
which is the focus of the present paper, is much better at heat
removal from electronic components.

A large number of investigations have been carried out in the
area of jet impingement heat transfer over the years. Most of the
earlier works have focused on optimizing the transport processes
associated with continuous impinging jets. In that context, param-
eters such as the spacing between the jet outlet and the impinge-
ment surface, the magnitude of the jet velocities �i.e., Reynolds
number�, turbulence intensity, and the angle of impingement have
been extensively studied. Much of this early research is summa-
rized by Martin �2�.

Some researchers have looked into potentially enhancing jet
impingement heat transfer by exciting coherent structures in the
jet flow. In 1961, Nevins and Ball �3� were among the first who
looked into pulsed air jet impingement. They investigated spa-
tially and temporally averaged heat transfer for an impinging pul-
sating circular air jet with nozzle-to-plate distance of 8–32 nozzle
diameters, Reynolds numbers ranging between 1200 and 120,000
and Strouhal numbers ranging between 10−4 and 10−2 and con-
cluded that no heat transfer enhancement resulted from the pulsa-
tions in the flow. More than two decades later, the issue of flow
excitation with pulses was revisited. In 1987, Kataoka and Suguro
�4� used a statistical technique with conditional sampling and
found that secondary flow structures help enhance heat transfer
from the surface, showing that the stagnation point heat transfer
for axisymmetric submerged jets is enhanced by large-scale struc-

tures that impinge on the surface. In 1993, Eibeck et al. �5� used
experiments and computations to identify secondary flow struc-
tures that were enhanced by pulsations introduced into the flow
and found heat transfer enhancement in excess of 100%, attribut-
ing this to the intermittent vortex rings impinging on the surface.
Heat transfer enhancement nearly by a factor of 2 due to pulsed
impinging jets was also documented by Zumbrunnen and Aziz �6�,
who used water as their working fluid.

In 1999, Sailor et al. �7� used a square wave form signal to
excite the jet and focused on the effect of the duty cycle �the ratio
of pulse cycle on-time to total cycle time�, in addition to the
traditionally investigated parameters, such as jet to plate spacing,
Reynolds number, and pulse frequency. They found the duty cycle
to be a contributing factor to heat transfer enhancement in that the
lower duty cycle resulted in better heat transfer results, especially
at intermediate frequencies and high flow rates. Zulkifli et al. �8�
carried out experiments to study the effect of pulsation on local
and average heat transfer characteristics of a heated air jet. They
considered excitation frequencies of 10–80 Hz with correspond-
ing Strouhal numbers of 0.008 to 0.123, for Reynolds numbers
between 16,000 and 32,000 at a fixed nozzle-to-plate distance and
a duty cycle of 33%. They found that for most pulsation frequen-
cies heat transfer was enhanced, attributing this to increased tur-
bulence intensity induced by the pulsations.

In 2001, Hwang et al. �9� experimentally investigated the flow
and heat transfer characteristics of an impinging jet, controlled by
vortex pairing in pulsed jets. They showed that depending on how
the flow is excited, heat transfer may be either hindered or im-
proved. In a subsequent experimental study in 2003, Hwang and
Cho �10� showed that the frequency and excitation level of acous-
tically excited impinging jets are both important in heat transfer
enhancement.

Recently, Chaniotis et al. �11� carried out a numerical investi-
gation of pulsation on single and dual continuous slot impinging
jets on a constant heat flux surface with a focus on the influence of
frequency, amplitude, and phase difference between the jets and
comparing dual jets to an equivalent mass flux single continuous
jet. They concluded that the strong aerodynamic and thermal in-
teraction exhibits a nonlinear system response, with an intermit-
tency of structures that is responsible for heat transfer enhance-
ment.

Haneda et al. �12� considered the effects of a small cylinder
suspended in the jet stream on the cooling efficiency of a two-
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dimensional impinging jet. They found that the insertion of a rig-
idly suspended cylinder degrades heat transfer around the stagna-
tion region, while enhancing heat transfer outside that region,
which is due to vortex shedding from the cylinder. Heat transfer
from the entire surface was enhanced when the cylinder was
mounted with springs, allowing it to oscillate. Camci and Herr
�13� conducted an experimental investigation of a self-oscillating
impinging jet. They showed that the flapping motion of the jet
enhances the heat transfer from the surface as well as the area
covered by the impingement zone, compared to a stationary im-
pinging jet. These works indicate that there is potentially a great
benefit in introducing coherent structures into the flow field by
applying controlled excitation to impinging jets for heat transfer
enhancement. However, jet impingement cooling requires rather
complicated plumbing, which is not always convenient.

Recently, synthetic jets have been investigated for electronic
component cooling, because synthetic jets require no plumbing
associated with traditional continuous jets as they use ambient air,
and, when properly designed, can be much more efficient. For
example, in 2001, Vukasinovic and Glezer �14� investigated ex-
perimentally the performance of a low-profile radial countercur-
rent heat sink, driven by a synthetic jet actuator at 80 Hz normally
impinging on an extended surface with a power dissipation of
50 W. Flow measurements using particle image velocimetry
�PIV� and temperature measurements on a test die were carried
out at several distances between the synthetic jet and the test die.
The findings of their study show that synthetic jets may present a
viable option for the cooling of electronics where space and vol-
ume are limited. In 2003, Kercher et al. �15� demonstrated the
potential use of a synthetic microjet in conjunction with a fan,
impinging on a heated surface for thermal management of elec-
tronics. More recently, Mahalingam et al. �16� also investigated
synthetic jets for thermal management, using a two-dimensional
synthetic jet to drive air through a rectangular channel and illus-
trating its potential usefulness.

The motivation of the present work is to further explore the
efficiency of synthetic jet impingement cooling and understand
the mechanisms by which heat is removed from a constant heat
flux surface. The effects of jet formation frequency and Reynolds
number at different nozzle-to-surface distances are investigated
and compared to continuous jet impingement cooling. The heat
transfer characteristics and flow structures are explored experi-
mentally using thermocouples and PIV, respectively, to gain an
understanding of the underlying physics of flow and heat transfer
interactions in surface cooling with impinging synthetic jets.

2 Experimental Setup
The experiments were conducted in a special facility that was

designed to house different configurations of synthetic jets im-
pinging on a heated surface within an enclosure having clear walls
and ceiling panels, such that both heat transfer and fluid dynamics
measurements could be performed in the same enclosure �Fig.
1�a��. The enclosure features a 275 mm�335 mm�335 mm vol-
ume mounted on an optical table, facilitating precise mounting of
associated optical hardware. A cooling module was designed,
which is comprised of a heated surface and synthetic jet �Fig.
1�b��, mounted such that the jet orifice to surface distance can be
controlled easily using a fine pitch traversing mechanism. The
heater was constructed from oxygen-free copper disk �12.7 mm in
diameter and 6 mm in thickness�, which was heated by a round,
flexible, commercially available kapton heater attached under-
neath. The copper heater was centrally mounted into a block of
nylon insulation �150�150�55 mm� to minimize heat losses
through the sides and bottom. In the present experiments the heat
flux generated by the heater was �1 W/cm2.

Heat losses through the sides and the bottom of the insulation
were estimated assuming the copper heater is a disk at the surface
of a semi-infinite insulation solid at T� �17�. The surface tempera-
ture of the heater was found experimentally by insulating its top.

In this manner, the losses through the sides and the bottom were
found to be 20% of the power input. Because of low temperatures
involved in this experiment, heat loss from the surface due to
radiation transfer was neglected, as it was calculated to be less
than 3% of the power input for all cases, which is within the
resolution of the measurements. The heater surface provides a
constant heat flux, as the driving power input is constant, and the
flexible heater is specifically designed to provide a constant heat
flux output. The Biot number for the copper disk in the thickness
direction was calculated and found to be at most O�10−3�, which
indicates that the conduction from the bottom surface, where the
power is introduced, to the top surface happens on a much faster
time scale than the convection from the surface.

The surface temperature was measured with a T-type thermo-
couple, 0.127 mm in diameter that was placed at the center of the
copper disk just below the surface, 0.8 mm from the top surface,
thus providing a spatially averaged heat transfer measurement
over the exposed surface of the copper heater. An identical ther-
mocouple was stationed inside the enclosure away from the
heated surface for ambient air temperature monitoring. The ther-
mocouples were calibrated with respect to one another at room
temperature prior to the experiments. The control of the heat flux
provided by the heater and the temperature data acquisition were
carried out using LabVIEW.

The flow features associated with an isolated synthetic jet im-
pinging on the surface were investigated using highly resolved
spatial and temporal measurements via PIV, complemented with
hot-wire anemometry. The facility was equipped with a computer-
controlled traversing mechanism for the hot-wire anemometry and
the PIV system. In this setup, the PIV system allows full-
resolution measurements within domains that are as small as 10
�10 mm. The PIV system is based on the commercial LaVision
hardware and software, which utilizes two 120 mJ Nd:yttrium-
aluminum-garnet �YAG� lasers and a 1376�1040 pixel resolution
thermoelectrically cooled 12-bit charged coupled device �CCD�
camera. The flow within the enclosure was seeded using incense
smoke particles that had a diameter of O�1 �m�. Four hundred
image pairs were acquired for the time-averaged fields, while 200

Fig. 1 „a… Experimental setup and „b… detailed drawing of the
synthetic jet
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image pairs were used to obtain the phase-averaged data. The
streamwise and cross-stream velocity components �U ,V� were
computed from the crosscorrelation of pairs of successive images
with 50% overlap between interrogation domains. The images
were processed using an advanced multipass technique, where the
initial and final correlation passes were 32�32 pixels and 16
�16 pixels �two passes�, respectively. The spatial resolution of
the resulting vector fields is 0.2 mm.

2.1 Impinging Synthetic Jets. A synthetic jet is a jet that is
synthesized at the edge of an orifice by a periodic motion of a
diaphragm mounted on one �or more� walls of a sealed cavity. In
the data presented here, the synthetic jet was driven by a single
commercially available 32 mm diameter piezoelectric disk having
the nominal resonant frequency of 1000 Hz, with a 2 mm circular
orifice �Fig. 1�b��. When the diaphragm moves toward the orifice,
a vortex ring is formed at the edge of the orifice, and it moves
away with its own self-induced velocity such that when the dia-
phragm moves away from the orifice, the vortex ring is far enough
away and is not affected by the fluid drawn into the cavity. There-
fore, a synthetic jet has a zero-net-mass-flux per cycle of actuation
but allows momentum transfer to the flow. With a proper design,
the diaphragm and the cavity are driven at resonance; thus, only
small electrical power input is needed, making the synthetic jet a
very efficient and attractive actuator for flow and heat transfer
control applications. Another advantage of the synthetic jet is that
no plumbing or mechanical complexities are needed.

In the setup of the present experiments two operating frequen-
cies, 420 and 1200 Hz, were the most effective in cooling �at the
same Reynolds number� in terms of heat removal improvement.
Furthermore, at the range of jet-to-heater distances discussed in
the present paper these driving frequencies result in flow fields
which affect the heat transfer differently, as discussed in Sec. 3.
Hence, the data associated with synthetic jet cooling at these two
operating frequencies are presented and discussed. The parameters
of the jet that were varied in the experiments include 140
�ReU0

�740 �with a corresponding ReUp
of 438–2306�, 1.9

�H /d�38.1, and 0.18�St�2.17. Here, Reu0
is defined based

on the work of Smith and Glezer �18�

ReU0
=

U0d

�
�1�

where d is the orifice diameter, � is the kinematic viscosity, and
U0 is the average orifice velocity during the blowing portion of
the actuation cycle defined as

U0 =
L0

�
, �2�

and L0 is the jet’s stroke length defined as

L0 =�
0

�/2

u�t�dt , �3�

The synthetic jets were driven by an amplified sinusoidal signal
from function generator, thus allowing for a straightforward cal-
culation of the power required to operate the jet from the voltage,
the current, and the phase difference between the two. The Rey-
nolds number for synthetic jets was varied by changing the volt-
age of the input signal, which changes the U0. The calibration of
the synthetic jet for the different driving frequencies and ampli-
tudes was conducted using a miniature hot-wire sensor �5 �m
tungsten�. Hot-wire measurements along the centerline of syn-
thetic jets were used to verify the velocity data obtained with PIV.

Continuous jets for comparison purposes were produced using a
special module, geometrically identical to the synthetic jet module
on the outside, where the piezodisk cavity was replaced with a
stainless steel tube having the inner diameter of 2 mm, through
which compressed air was passed to create a jet whose Reynolds
number was matched to that of the synthetic jets.

2.2 Measurement Uncertainties. In all experiments, the
measured temperature difference �between the surface and ambi-
ent� was at least 20°C with an uncertainly of 2.5%. The uncer-
tainty of the power supplied to the copper heater, assumed to be
the same as the uncertainty of the heat flux out of the heater, was
at most 5%. The uncertainty in the thermal conductivity of air,
given the small temperature fluctuations, was estimated to be less
than 3%, and the uncertainty of the heater diameter is approxi-
mately 0.1%. Assuming that errors are independent, it is reason-
able to estimate the overall uncertainty of Nusselt number calcu-
lations based on the method of Kline and McClintock �19�, which
results in calculated Nusselt number uncertainty of less than 13%
for all heat transfer experiments presented in this paper. The un-
certainty of velocity and vorticity, based on the specifications of
the PIV system used, are within 3% and 5%, respectively.

3 Result and Discussion
The effectiveness of synthetic jet impingement for cooling a

constant heat flux surface was investigated experimentally using
thermocouples and PIV. In the this section, heat transfer enhance-
ment using synthetic jets is presented first, followed by a discus-
sion on the flow field coherent structures that are responsible for
the enhanced heat removal.

3.1 Heat Transfer Measurements. The effect of synthetic jet
impingement cooling was investigated by measuring the surface
and ambient temperatures for different synthetic jet operating fre-
quencies and Reynolds numbers for a constant power of 1.15 W
supplied to the heater.

The enhancement of the stagnation Nusselt number, compared
to that achieved with free convection, as a function of H /d for
operating frequencies of 420 and 1200 Hz and at different Rey-
nolds numbers is presented in Figs. 2�a� and 2�b�, respectively.
Here �Nu is the change in Nusselt number between the forced
and free convection cases for the same conditions, and Nuf is the
free convection Nusselt number. Note that because the metal used
in the heater is highly conductive copper, the stagnation Nusselt
number resulting from temperature measurements is essentially
the average Nusselt number across the heater surface, making it a
reasonable parameter to assess the space-averaged heat transfer
from the surface. As expected, for both frequencies, increasing the
synthetic jet’s Reynolds number results in greater heat transfer
enhancement. When the synthetic jet is operated at a frequency of
420 Hz �Fig. 2�a�� the improvement of the stagnation Nusselt
number �with respect to free convection� is up to 78%, with opti-
mal cooling occurring for H /d of 6–18 for all Reynolds numbers.
For H /d�18, the performance degrades, as it does for normalized
distances below 6. At a higher operating frequency �f =1200 Hz�,
the enhancement in Nus is up to 113%, where the best cooling
performance is obtained for H /d in the range of 3–11. Outside of
this range, the cooling effectiveness decreases. The data show that
the H /d range corresponding to better cooling at the higher fre-
quency of synthetic jet is closer to the surface, compared to the
lower frequency jet. This will be discussed in more details in Sec.
3.2

The effect of the operating frequency of the synthetic jet on the
cooling effectiveness is further demonstrated in Fig. 3 for f
=420 and 1200 Hz, both at the Reynolds number of 445 and is
compared to the performance of a continuous jet at the same Rey-
nolds number �represented by the dashed line�. Note that the
matching of the synthetic jet and the continuous jet was done
based on the work of Smith and Swift �20� where the synthetic
jet’s orifice velocity, U0, is the same as the averaged velocity of
the continuous jet at the jet exit plane, Uav0

. This figure shows that
both high and low frequency synthetic jets cool the surface better
than the corresponding continuous jet over the range of H /d tested
�for example, at H /d=4.75 the synthetic jet operated at 1200 Hz
improved the heat transfer by a factor of 2.6, compared to the
continuous jet�. That, in itself, is very significant, as it illustrates
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that synthetic jets provide an impressive heat removal improve-
ment over continuous jets, in addition to the advantages of not
requiring additional plumbing, as well as low energy consump-
tion. This can be attributed to two major mechanisms: �1� as was
shown by Smith and Swift �20�, for the same Reynolds number
synthetic jets are wider, slower, and have more momentum than
similar continuous jets �due to enhanced entrainment�, thus more
heat is removed and �2� synthetic jets consist of a train of vortex
rings �as will be shown is Sec. 3.2�, which further enhance the
heat removal, compared to continuous jets. Figure 3 also shows
the difference in trend of cooling performance between synthetic
jets of high and low formation frequency at different distances.
The high frequency synthetic jet removes heat better than the low
frequency jet for smaller distances, whereas the low frequency jet
is more effective at larger distances up to H /d�28, with the two
having the same performance for H /d of 12.5– �16. This behav-
ior is related to the wavelength of the coherent structures associ-
ated with the synthetic jets, which is discussed in detail in the
following section. Note that similar behavior was obtained for

different jet Reynolds numbers.
The efficiency of synthetic jet cooling for the matching Rey-

nolds number jets at 420 and 1200 Hz as a function of H /d is
presented in Fig. 4. The efficiency is defined as the ratio of the
heat removed �compared to free convection�, �P, to the input
power to the synthetic jet, Pj. For a Reynolds number of 445 the
420 Hz synthetic jet the efficiency is up to 1000%, and is fairly
consistent for H /d of 6–18, while the 1200 Hz synthetic jet
reaches an efficiency of more than 1300% at H /d=4.75, which is
very impressive. Here, we see the same trend as Fig. 3, illustrating
that Nusselt number enhancement is closely tied to synthetic jet
efficiency. The high efficiency is attributed to the fact that the
synthetic jets are designed to operate near resonance conditions
�i.e., where the piezodisk frequency and the Helmholtz frequency
of the cavity are matched�; thus, very small electrical power is
needed.

Fig. 2 The change in the stagnation Nusselt number „with re-
spect to free convection… as a function of the normalized dis-
tance, H /d, for different Reynolds numbers: „a… f=420 Hz and
„b… f=1200 Hz

Fig. 3 The change in stagnation Nusselt number „with respect
to free convection… as a function of the normalized distance,
H /d, for ReU0

=445

Fig. 4 Synthetic jet efficiency as a function of the normalized
distance, H /d, for ReU0

=445
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3.2 Flow Measurements. In order to understand the mecha-
nisms associated with synthetic jet impingement cooling and to
explore the effect of the operating frequency on the cooling effec-
tiveness, the flow field of the synthetic jet above the surface was
investigated using PIV. As a first step, the synthetic jets were
calibrated using single hot-wire anemometry, with which the cen-
terline velocity was measured at the exit plane of the jet �i.e., the
center of the orifice�. Since the hot-wire probe is based on a
Wheatstone bridge, it infers the velocity from temperature mea-
surements and provides only the magnitude, but not the direction
of the air flow. Therefore, the resulting signal is rectified, with the
sense of velocity always positive �the dashed line in Fig. 5�. This
is not representative of the true velocity profile in the orifice of a
synthetic jet, which roughly corresponds to a sinusoidal signal,
where the air is periodically expelled out of the orifice and drawn
into the cavity. Thus, the signal must be derectified, where the
peaks corresponding to suction are essentially flipped over, as
represented by the solid line in Fig. 5.

The velocity and vorticity plots presented in the following fig-
ures were acquired without the presence of heat transfer �i.e., the
heater was turned off�. The assumption was that at the conditions
used in the present work the effect of buoyancy, due to the heated
surface, does not significantly affect velocity. In order to validate
this assumption, the velocity vector fields, without and with heat
transfer, were measured and compared. Figure 6 presents the
cross-stream distribution of the normalized streamwise velocity,
U /U0, at x /d=7.7 for f =1200 Hz at H /d=9.5 and a Reynolds
number of 190, which corresponds to a synthetic jet weaker than
any jets that are presented in this paper. It can be observed that the
velocity distributions are almost identical, thus validating our as-
sumption. Furthermore, the Gr/ReU0

2 for this case was also calcu-
lated and found to be 1.4�10−9, suggesting that the buoyancy
effect is negligible, which is consistent with the velocity profiles
shown in Fig. 6. Note that since the streamwise velocity distribu-
tion �and the cross-stream velocity, not shown� at this low Rey-
nolds number is not altered by the heat transfer, the rest of the
velocity data presented in this paper, where stronger jets are used
at the same power supplied to the heater, are also not affected.

First, normalized time-averaged streamwise velocity compo-
nent distributions, U /U0, of the impinging synthetic jet are pre-

sented in Fig. 7. These are shown at two streamwise locations of
x /d=5 and 7.7 in Figs. 7�a�–7�f� for jet operating frequencies of
420 and 1200 Hz, respectively, where the distance between the jet
and the surface is H /d=9.5. For each frequency, measurements at
three Reynolds numbers were taken �ReU0

=322, 445, and, 598 for
the 420 Hz jet, Figs. 7�a�–7�c�, respectively, and ReU0

=236, 445,
and 740, for the 1200 Hz jet, Figs. 7�d�–7�f�, respectively�. At the
operating frequency of 420 Hz the velocity profiles exhibit a
single peak distribution for all Reynolds numbers at both locations
�Figs. 7�a�–7�c��. As x /d increases, the jet widens and the peak
velocity increases. Moreover, the normalized maximum velocity
decreases and the jet’s width increases with increasing Reynolds
number. This may be due to enhanced mixing at higher Reynolds
numbers.

The cross-stream distributions of the streamwise velocity com-
ponent for the higher operating frequency jet �f =1200 Hz, Figs.
7�d�–7�f�� exhibit a single peak distribution at x /d=5 for all three
Reynolds numbers. However, farther downstream at x /d=7.7, as
the jet is approaching the surface, there is a double peak distribu-
tion due to breakdown and merging of vortices, as will be dis-
cussed in conjunction with Figs. 8 and 9.

The effect of the operating frequency on the flow field near the
impingement surface can be assessed by comparing Figs. 7�b� and
7�e�, where the Reynolds number is the same �ReU0

=445� for f
=420 and 1200 Hz, respectively. Here, different flow fields result
in a similar enhancement of the stagnation Nusselt number. This
will be discussed in detail with respect to Fig. 9. Interestingly,
even where the Reynolds number is different �ReU0

=322 at f
=420 Hz, Fig. 7�a� and ReU0

=236 at f =1200 Hz, Fig. 7�d��, the
stagnation Nusselt number is the same in spite of the markedly
different velocity distributions near the surface. The behavior of
the flow and the corresponding cooling effectiveness of the syn-
thetic jet at the two frequencies are intimately related and will be
discussed at length later.

In order to further explore the flow characteristics of the im-
pinging synthetic jet, mean vorticity fields were calculated from
the velocity fields and are presented in Figs. 8�a�–8�f�. Note that
negative vorticity contours are represented by dashed lines. The
difference between the two frequencies is apparent in these fig-
ures. For the f =420 Hz jet �Figs. 8�a�–8�c��, there are two regions
of vorticity, positive on the right and negative on the left. These

Fig. 5 Time trace of the velocity at the synthetic jet exit plane.
Rectified „dashed line… and derectified „solid line…. ReU0

=445.

Fig. 6 Cross-stream distributions of the normalized time-
averaged streamwise velocity component at x /d=7.7. ReU0
=190, f=1200 Hz, and H /d=9.5.
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Fig. 7 Cross-stream distributions of the normalized time-averaged streamwise velocity component at x /d=5 and 7.7. „a…–„c…
and „d…–„f… for jet operating frequencies of 420 and 1200 Hz, respectively. ReU0

=322 „a…, 445 „b…, and 598 „c… for the 420 Hz jet,
and ReU0

=236 „d…, 445 „e…, and 740 „f… for the 1200 Hz jet; H /d=9.5.
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Fig. 8 Time-averaged spanwise vorticity fields for f=420 Hz „„a…–„c…… and f=1200 „„d…–„f……. ReU0
=322 „a…, 445 „b…, and 598 „c… for

the 420 Hz jet, and ReU0
=236 „d…, 445 „e…, and 740 „f… for the 1200 Hz jet. H /d=9.5
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Fig. 9 Phase-averaged spanwise vorticity fields for f=420 Hz „„a…–„c…… and f=1200 „„d…–„f……. �=0 deg „„a… and „d……, 120 deg „„b…
and „e……, and 240 deg „„c… and „f……. ReU0

=445 and H /d=9.5.
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concentrations correspond to the shear layer of the vortex rings
that are advected downstream and impinge on the surface of the
heater. For the higher frequency jet �Figs. 8�d�–8�f��, the vorticity
maps show that the vortex rings break up and form secondary
structures before they hit the surface. This occurs at x /d=4 for the
weakest jet at 1200 Hz �Fig. 8�d�� and is delayed until farther
downstream for the higher Reynolds number jets �Figs. 8�e� and
8�f��. However, the smaller structures that result from the breakup
of vortex rings are clearly visible in all three cases. The vortex
ring breakup and formation of secondary structures are respon-
sible for the decrease in the streamwise velocity at the center of
the flow, which was observed in Figs. 7�d�–7�f� at x /d=7.7.
Clearly, the heat removal mechanisms are different for the two
frequencies. When the synthetic jet is driven at the low operating
frequency, the vortex rings impinge on the surface individually;
thus, these large-scale coherent structures are responsible for the
enhanced heat removal �compared to continuous jet�. At the high
operating frequency, the vortex rings merge and break into smaller
secondary structures before reaching the surface; hence, the heat
removal is enhanced by mixing of smaller scale structures.

To further explore the flow field of the impinging synthetic jets
and the formation of the coherent structures at both operating
frequencies, phase-locked velocity fields were measured. The
phase-locked spanwise vorticity contour maps of the jet for H /d
=9.5 are presented in Figs. 9�a�–9�f� �for f =420 and 1200 Hz,
respectively, at three phases along the actuation cycle�. Both jets
have the same Reynolds number of 445, which, at this H /d, re-
sults in a similar heat transfer enhancement of �70% �Fig. 3�.

For the 420 Hz synthetic jet, at the beginning of the blowing
portion of the cycle �	=0 deg, Fig. 9�a�� a vortex ring is starting
to emerge from the orifice, while the vortex ring from the previous
cycle is located at x /d=7.2. Also, vortex rings formed in preced-
ing cycles that already impinged on the surface and broke into
smaller vortices are clearly visible. As the cycle continues �	
=120 and 240 deg, Figs. 9�b� and 9�c�, respectively�, the vortex
ring, formed at the edge of the orifice, moves downstream toward
the impingement surface, such that near the end of the blowing
cycle �	=120 deg, Fig. 9�b�� the vortex ring is at x /d=2. During
this time, the previous vortex ring impinges on the surface and
breaks up into smaller vortex rings that roll outward along the
surface into the wall jet region.

The phase-locked vorticity field at the higher formation fre-
quency, �f =1200 Hz, Figs. 9�d�–9�f�� exhibits a notably different
behavior. Here, the vortex ring that is formed at the edge of the
orifice moves downstream �Figs. 9�d� and 9�e��, and it is located
at x /d=1.1 at 	=120 deg �Fig. 9�b��. Note that the vortex ring for
the lower frequency jet is located at x /d=2 at 	=120 deg �Fig.
9�b�� due to the larger wavelength. Furthermore, while at the
lower formation frequency the vortex rings impact the surface
individually, at the higher formation frequency vortex rings merge
and break into smaller vortical structures with opposite sense be-
fore they impinge on the surface.

The different formation and advection of the coherent structures
shown in Fig. 9 can explain the effect of the formation frequency
on the synthetic jet cooling at other H /d, as illustrated in Fig. 3
above. When the high frequency jet is used, it is more effective at
small H /d because of accumulation of vortices that impact the
surface as they gain strength and break into smaller structures. At
large H /d the vortex rings merge, lose their coherence, and break-
down into a quasi-steady jet �see Smith and Glezer �18��, thus the
additional heat removal capabilities due to the enhanced mixing
by the coherent structures are reduced. The low frequency jet is
more effective at large H /d, due to the larger wavelength that
results in merging of the vortices �similar to the high frequency jet
at low H /d�, while at low H /d, each vortex ring impinges on the
surface individually, which is not as effective.

The mechanisms associated with the enhanced heat removal at
the two operating frequencies were also examined by comparing

the turbulent quantities. Figures 10�a�–10�d� show the three tur-
bulent quantities at Reynolds number of 445, with operating fre-
quencies of 420 and 1200 Hz, respectively. The contour plots of
the normalized streamwise normal stress, u�2 /U0

2, at operating fre-
quencies of 420 and 1200 Hz and H /d=9.5 are presented in Figs.
10�a� and 10�c�, respectively. At the low operating frequency �f
=420 Hz, Fig. 10�a�� there is high concentration of u�2 /U0

2 along
two cross-stream regions �one on each side of the centerline at
y /d= ±1�, corresponding to the shear layers of the vortex ring,
where the highest concentration is slightly above the surface at
x /d�8.5.

At the higher operating frequency �f =1200 Hz, Fig. 10�c��
there are two distinct peaks in the cross-stream distribution only
near the orifice �at x /d�1�. Farther downstream, the double peak
distribution becomes a single peak distribution due to the merging
of vortex rings that break into smaller structures, as was shown in
Fig. 9. At this operating frequency, the highest streamwise normal
stress values are concentrated in a narrow region �at y /d= ±0.5�
right above the point of impingement, while at the 420 Hz case,
the highest normal stresses are concentrated in two regions. This,
again, supports our previous conclusion that if the vortex rings do
not merge �as in the 420 Hz case�, the heat removal is associated
with large-scale mixing, while merging of vortex rings �which
accelerates their breakdown into smaller less coherent vortices, as
in the 1200 Hz case� results in a smaller-scale mixing. This can
explain the similar heat removal enhancement of the low and high
frequency jets at this height �see Fig. 3�, as the 420 Hz jet has
lower streamwise mixing that covers a larger area of the heater,
while the 1200 Hz jet has higher streamwise mixing that covers a
smaller portion of the heater.

Figures 10�b� and 10�d� show the normalized cross-stream nor-
mal stress, ��2 /U0

2, for the lower and higher frequency jets, re-
spectively. Figure 10�b� illustrates that there is no double peak in
the distribution of the cross-stream normal stress, where the high-
est values appear to be right above the impingement surface. The
distribution of the cross-stream normal stress for a synthetic jet
with an operating frequency of 1200 Hz �Fig. 10�d�� is a similar to
that of the 420 Hz case. However, the highest magnitude of the
normal stresses expands along a larger streamwise region �from
x /d of about 4.5 to the impingement surface�, and throughout the
flow the magnitudes of ��2 /U0

2 are larger for the higher frequency
case.

4 Conclusions
The efficiency of synthetic jet impingement cooling and the

mechanisms associated with the removal of heat from a constant
heat flux surface were investigated experimentally using thermo-
couples and particle image velocimetry. The effects of jet forma-
tion frequency and Reynolds number at different nozzle-to-surface
distances were investigated and compared to continuous impinge-
ment jet cooling.

In the experiments, the synthetic jet was operated at two sepa-
rate frequencies, 420 and 1200 Hz, which were found to be the
most effective �for the Reynolds number range used� in terms of
the heat removal improvement. The jet parameters that were var-
ied in the experiments include 140�ReU0

�740, 1.9�H /d
�38.1, and 0.18�St�2.17.

It was found that synthetic jet cooling presents a very efficient
means of heat removal from the surface and is up to three times
better than continuous jet cooling at the same Reynolds numbers.
This is attributed to the coherent vortex rings that are formed by
the synthetic jet, which enhance the mixing and thus the heat
removal from the surface. For small distances between the syn-
thetic jet and the heated surface, the high formation frequency
�f =1200 Hz� synthetic jet removes heat better than the low fre-
quency �f =420 Hz� jet, whereas the low frequency jet is more
effective at larger distances.
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PIV measurements of the synthetic jet velocity fields were con-
ducted in order to understand the different flow mechanisms as-
sociated with heat removal from the surface by synthetic jets at
the two operating frequencies. The data indicate at small distances
between the synthetic jet and the heated surface, the higher for-
mation frequency jet is associated with accumulation of vortex
rings and breakup to smaller structures before they impinge on the
surface. When the lower frequency jet is used, the wavelength
between coherent structures is larger, and each vortex ring im-
pinges on the surface separately.
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Nomenclature
Ah 
 area of the heater
D 
 diameter of the heater

d 
 jet’s orifice diameter
f 
 jet’s formation frequency
g 
 acceleration due to gravity

Gr 
 Grashof number, Gr=g��Tw−T��D3 /�2

H 
 distance between jet’s orifice and heated
surface

h 
 convection heat transfer coefficient,
h=Q /Ah�Tw−T��

k 
 thermal conductivity
Nus 
 stagnation Nusselt number, Nus=hD /k

P 
 power
Q 
 power of the heater

ReU0 
 Reynolds number based on average orifice ve-
locity, ReU0

=U0d /�
ReUp 
 Reynolds number based on peak velocity, ReUp

=Upd /�
St 
 Strouhal number, St= f ·d /U0,
Tw 
 temperature of the heated surface
T� 
 ambient temperature

t 
 time

Fig. 10 Contour maps of time-averaged u�2 /U0
2
„„a… and „c…… and v�2 /U0

2
„„b… and „d…… for f=420 Hz „„a… and „b…… and f=1200 „„c…

and „d……. ReU0
=445 and H /d=9.5
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U 
 jet velocity in the x-direction
Uav0 
 average velocity of the continuous jet at the

orifice plane
Ucl 
 centerline velocity at the jet exit plane
U0 
 average orifice velocity, U0=L0 /�
Up 
 peak orifice velocity

u�2 /U0
2 
 normalized streamwise normal stress
V 
 jet velocity in the y-direction

��2 /U0
2 
 normalized cross-stream normal stress
x 
 jet’s streamwise direction
y 
 jet’s cross-stream direction

Greek Symbols
� 
 coefficient of thermal expansion
� 
 change in
	 
 phase along the cycle �deg�
� 
 cycle period in sec �=1/ f

Subscripts
j 
 jet
h 
 heater
f 
 free convection
0 
 orifice
� 
 ambient
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Heat and Moisture Transport
Through the Microclimate Air
Annulus of the Clothing-Skin
System Under Periodic Motion
The study is concerned with the heat and moisture transport in a ventilated fabric-skin
system composed of a microclimate air annulus that separates an outer cylindrical fabric
boundary and an inner oscillating cylinder representing human skin boundary for open
and closed aperture settings at the ends of the cylindrical system. The cylinder ventilation
model of Ghaddar et al. (2005, Int. J. Heat Mass Transfer, 48(15), pp. 3151–3166) is
modified to incorporate the heat and moisture transport from the skin when contact with
fabric occurs at repetitive finite intervals during the motion cycle. During fabric skin
contact, the heat and moisture transports are modeled based on the fabric dry and
evaporative resistances at the localized touch regions at the top and bottom of points of
the cylinder. Experiments were conducted to measure the mass transfer coefficient at the
skin to the air annulus under periodic ventilation and to measure the sensible heat loss
from the inner cylinder for the two cases of fabric-skin contact and no contact. The model
predictions of time-averaged steady-periodic sensible heat loss agreed well with the
experimentally measured values at different frequencies. The model results showed that
the rate of heat loss increased with increased ventilation frequency at fixed (�amplitude/
mean annular spacing). At amplitude factor of 1.4, the latent heat loss in the contact
region increased by almost 40% compared to the loss at amplitude factor of 0.8 due to
the increase in fabric temperature during contact. The sensible heat loss decreased
slightly between 3% at f =60 rpm and 5% at f =25 rpm in the contact region due to
higher air temperature and lack of heat loss by radiation when fabric and skin are in
touch. The presence of an open aperture has a limited effect on increasing the total heat
loss. For an open aperture system at amplitude factor of 1.4, the increase in heat loss
over the closed apertures is 4.4%, 2.8%, and 2.2% at f =25, 40, and 60 rpm,
respectively. �DOI: 10.1115/1.2241811�

Keywords: ventilation of the micro-climate within clothing, modulated microclimate air
layer annulus, steady periodic heat transfer in clothing, ventilation rates due to periodic
motion of fabric

Introduction
The heat and moisture transport processes from the human skin

are enhanced by the ventilating motion of air through the fabric
initiated by the human relative motion with respect to the envi-
ronment. The size of the air spacing between the skin and the
fabric varies continuously in time depending on activity level and
location, thus inducing variable airflow in and out of the fabric
�1,2�. Microclimate ventilation refers to air exchange between
clothing microclimate �air within the environment of the clothing
assembly� and the ambient air. Herter et al. �3� reported that the
microclimate ventilation rate was mainly influenced by the walk-
ing velocity with a relatively small effect of external wind at
normal or rapid walking speeds. For the past two decades, the
so-called pumping or bellows effect has been studied, and its im-
portance on the heat and mass transfer of the human body has
often been discussed �4–6�. In order to describe the dynamic be-
havior, Jones et al. �7,8� described a model of the transient re-
sponse of clothing systems, which took into account the sorption

behavior of fibers, but assumed local thermal equilibrium with the
surrounding air. Ghali et al. �9,10� studied the effect of ventilation
on heat and mass transport through a fibrous material and reported
transport coefficients in a cotton fibrous medium. Ghali et al. �9�
developed a thermal model and reported experimental data on
sensible and latent heat transport initiated by sinusoidal motion of
a fabric plane above a sweating isothermal hot plate placed in a
controlled environment. Their model predicted the heat loss from
the wet boundary and agreed fairly well with the experimentally
measured values.

Periodic ventilation models of fibrous media of Ghali et al.
�9,10� and Lotens �4� considered the impact of normal airflow.
However, the Lotens model is based on empirical equations that
restricted its use. The Ghali et al. �9� ventilation model is valid for
normal airflow through the fabric, but is not applicable for parts of
the body where parallel airflow to the fabric exists at the sleeve
and neck openings. Ghaddar et al. �11� developed further the
Ghali et al. ventilation model to account for the presence of open
apertures using a locally governed Womersley flow in the direc-
tion parallel to the fabric �11,12�.

In real application, three-dimensional motion of trapped air ex-
ists between the cylindrical shaped body parts and the surrounding
clothing. Air motion takes place in the angular direction and hence
reduces further the normal flow rate in and out of the fabric due to
gap height asymmetry. Ghaddar et al. �1� developed from first

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received July 12, 2005; final manuscript received
February 10, 2006. Review conducted by Raj M. Manglik. Paper presented at the
2005 ASME Heat Transfer Summer Conference �HT2005�, July 15–22, 2005, San
Francisco, California, USA.

908 / Vol. 128, SEPTEMBER 2006 Copyright © 2006 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



principles a realistic 3-D model that can be used to predict air
exchange rates within the internal air layer of a walking human at
any speed in a loose-fitting one-layer ensemble with the clothing
apertures open and closed. The model predicted the ventilation
radial airflow through the fabric, the angular airflow and the axial
airflow induced by the motion of the inner cylinder, and the losses
associated with the presence of an opening to the atmosphere at
one end of the annulus. The predicted ventilation flow rates agreed
well with their experimental measurements of total renewal rates
for closed and open aperture. The agreement improved at higher
frequencies of ventilation �1�.

The objective of the current work is to extend the cylinder
model of Ghaddar et al. �1� of ventilated fabric-skin system to
simulate the periodic fabric-skin boundary contact during the mo-
tion cycle. The second objective of the work is to perform experi-
ments to measure the film coefficients from an inner oscillating
body cylinder to the trapped air layer and validate the predictions
of sensible heat losses of the ventilation model for the two cases
when fabric is in contact with the skin surface and when no con-
tact is present. The third objective is to perform a parametric study
to predict sensible and latent heat losses from the system by ven-
tilation at different frequencies, amplitudes of motion, and aper-
ture setting.

Model Mathematical Formulation
Figure 1�a� depicts the schematic of the physical domain of a

cylindrical air-layer-fabric system where an enclosed incompress-
ible air layer annulus of length L and thickness Y separates the

fabric boundary and the human skin. The skin inner boundary
moves in a sinusoidal up and down motion, inducing air move-
ment through the fabric. One end of the air layer physical domain
at x=0 is open to ambient air, resembling the presence of a cloth-
ing open aperture, and the other end at x=L is impermeable to
flow �closed�. The radial airflow is induced through the fabric
material by the pressure difference between the internal air layer
pressure and that of the environment. The airflow in the angular
direction is driven by the pressure differential due to variation of
the internal air gap length Y�� , t�. The airflow in the axial direc-
tion is driven by the pressure differential due to the presence of
the opening �1�. The angular flow is modeled as a flow between
eccentric cylinders, where the flow in the narrow gap between the
fixed outer cylinder �fabric� of radius Rf and a slightly smaller,
off-set, inner cylinder �skin� of radius Rs is moving up and down
in sinusoidal motion. The mean spacing between the cylinders is
Ym�=Rf −Rs� and the amplitude of oscillation is �Y. A dimension-
less amplitude parameter � is defined as

� =
�Y

Ym
�1�

The eccentricity ec of the cylinders is time dependent and relates
to the oscillation frequency � and amplitude �Y by

ec = �Y sin ��t� when no skin-fabric contact is present

�2a�

Fig. 1 Schematic of the physical domain of the fabric-air layer-skin system
when „a… fabric does not touch the inner cylinder and „b… fabric is in contact
with the inner cylinder at �=0 deg and �=180 deg
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ec = Ym during skin fabric contact �2b�
Some elementary geometry shows that the width of the gap width
Y between the two circular cylinders can be approximated by

Y��,t� = Ym − �Y sin ��t� cos ��� �3a�

when no skin-fabric contact is present

Y��,t� = Ym�1 − cos ���� during skin-fabric contact �3b�

When the amplitude ratio is smaller than unity ���1�, no skin
fabric contact is present during the motion, while contact is lo-
cally present when the amplitude ratio is greater than or equal to
unity ���1�. The sinusoidal motion is an approximate model of
the periodic change of air spacing layer thickness for a walking
person. Human gait analysis shows repeated periodic pattern of
limbs motion as a function of walking speed that can be repre-
sented by a sinusoidal pattern �13�. The frequency of the oscillat-
ing motion of the fabric is generally proportional to the activity
level of the walking human.

While walking, the clothed parts of the body such as arms or
trunks with no openings at the sleeve or neck �closed apertures
clothing� lose heat and moisture by ventilation of air through ra-
dial flow through the fabric and angular flow convection to the
skin and fabric. The induced flow in the angular direction exhibits
periodic motion due to the periodic change in the annulus thick-
ness. The formulation of the periodic micro-climate ventilation
problem is solved using the 3-D cylinder model of Ghaddar et al.
�1� in the presence of an open aperture for amplitudes of motion
�Y �Ym���1�. The ventilation model of the microclimate air
layer takes into account the flow inertia in the angular direction
due to the periodic motion and flow reversal during the walking
cycle. For amplitude �Y �Ym, the ventilation model �1� requires
additional modifications to incorporate the region of contact. In
this section the microclimate ventilation mass and energy balances
are presented for the periodic motion effect of the cylindrical ge-
ometry when ��1.

Microclimate Air Annulus Mass and Heat Transport Model
„��1…. The angular flow in the annulus exhibits periodic motion
due to the periodic change of the gap angular thickness within the
motion cycle. The radial airflow passing through the fabric layer
during ventilation has also an obvious effect on the heat and mass
transport from the skin. A general air layer mass balance per-
formed on an element of height Y and thickness Rfd� is given by

���aY�
�t

= − ṁay −
��Yṁax�

�x
−

��Yṁa��
Rf � �

�4a�

ṁa��x,� = 0,t� = 0 �4b�

ṁa��x,� = 	,t� = 0 �4c�

ṁax�x = 0,�,t� = CD� 2�a

�PL − P
��
1/2

�P
 − PL� �4d�

ṁax�x = L,�,t� = 0 �4e�

where ṁa� is the mass flux in the angular direction, ṁax is the
mass flux in the axial direction, and ṁay is the radial airflow rate.
Equation �4e� is derived from the pressure drop at the opening by
applying Bernoulli’s equation from P
 in the far environment �x
→−
 � to the opening at x=0, and CD is the discharge loss coef-
ficient at the aperture of the domain dependent on the discharge
area ratio of the aperture to the air layer thickness Y. The flow rate
in the radial direction is governed by the pressure differential
across the fabric and is dependent on the fabric permeability �2�.
The permeability is affected by the type of yarn, tightness of twist
in yarns, yarn count, and fabric structure. The analysis of the
airflow through the fabric boundary of the physical domain is

based on the single lumped fabric layer of the three-node adsorp-
tion model described in detail by Ghali et al. �10� and will not be
repeated here. The modified fabric internal transport coefficients
of Ghaddar et al. �11� are used in this work. The mass flow rate in
the � direction is solved in terms of the driving pressure gradient
using 1-D Womersley flow model �1�. The Womersley flow model
has simplified the analysis by assuming quasi-parallel flow in the
angular direction within the annulus �1�. The microclimate venti-
lation model details can be found in Ref. �1�, where the mass
conservation equation for the air layer is transformed into a pres-
sure equation that can be solved for the pressure distribution
P�x ,� , t� in the system while lumping the air layer of thickness Y
in the radial direction.

Once the pressure and mass flow rates of the air layer are de-
termined, the water vapor mass balance is performed. The radial
airflow through the fabric depends on the air layer pressure com-
pared to the environment pressure. The air from the environment
will pass through the fabric void at ṁay into the air layer when the
pressure in the air layer is Pa� P
 and the air in the air layer will
pass at ṁay through the fabric void space to the environment when
Pa� P
. The airflow into the air spacing layer coming from the
air void node of the fabric will have the same humidity ratio as the
air in the void space of the fabric while the airflow out of the air
layer into the fabric void will carry the same humidity of the air
layer. The water vapor mass balance for the air spacing layer is
given by

���aYwa�
�t

= hm�skin-air��Psk − Pa� − ṁaywp −
��Yṁaxwa�

�x

−
��Yṁa�wa�

Rf � �
+ D

�a�wvoid − wa�
tf/2

+
D

Rf
2

�

��
�Y

�wa

��
�

+ DY
�2wa

�x2 + hm�o-air��Po − Pa�

where wp = �wvoid Pa�x,�,t� � P


wa Pa�x,�,t� � P


�5�

where hm�skin-air� is the mass transfer coefficient between the skin
and the air layer, which will be experimentally determined as will
be explained in Sec. 4.1 of this paper, Pa is the water vapor pres-
sure in the air layer, wa is the humidity ratio of the air layer, Psk is
the vapor pressure at the skin solid boundary, wvoid is the humidity
ratio of the air void, ef is the fabric thickness, and D is the diffu-
sion coefficient of water vapor in air. The terms on the right-hand
side of Eqs. �5� are explained as follows: the first term represents
the mass transfer from the skin to the trapped air layer; the second
term is the convective mass flow passing through the fabric voids,
the third and fourth terms represent the net flux in the axial and
angular directions, the fifth term is the vapor diffusion from the
void space, the sixth and seventh terms represent the vapor diffu-
sion in angular and axial directions, respectively, and the last term
is the water vapor convective term from the air layer to the fabric
outer node.

An energy balance on the air layer expresses the rate of change
of the air-vapor mixture energy in the air layer in terms of �1� the
external work done by the environment on the air layer, �2� the
evaporative heat transfer from the moist skin, �3� the dry convec-
tive heat transfer from the skin, �4� the heat flow to or from the air
layer associated with ṁay, ṁa�, and ṁax, �5� the heat diffusion
from void air of the thin fabric to the air layer, and �6� the angular
conduction and water vapor diffusion in the air layer. The energy
balance of the air layer is given by
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�

�t
��aY�CvTa + wahfg�� + Pa

�Y

�t

= hm�skin-air�hfg�Psk − Pa� + hc�skin-air��Tsk − Ta� − ṁayHp

−
�Y�ṁax�CpTa + wahfg��

�x
−

��Yṁa��CpTa + wahfg��
Rf � �

+
Dhfg

Rf
2

�

��
�Y

�wa

��
� + DhfgY

�2wa

�x2 + hm�o-air�hfg�Po − Pa�

+
ka

Rf
2

�

��
�Y

�Ta

��
� + kaY

�2Ta

�x2 + hc�o-air��To − Ta�

+ ka

�Tvoid − Ta�
ef/2

+ Dhfg

�a�wvoid − wa�
ef/2

�6a�

where Hp is the enthalpy of airflow into or from the air layer
defined by

Hp =
CpTvoid + wvoidhfg Pa�x,�,t� � P


CpTa + wahfg Pa�x,�,t� � P


�6b�

where hc�o-air� is the convection coefficient from the fabric to air,
and hm�o-air� is the mass transport coefficient from the fabric to air,
and ka is the thermal conductivity of air. Since the fabric void
thickness is very small, conduction of heat from the fabric void air
to the trapped air layer follows the law of the wall as given in the
last two terms of Eq. �6a�. The inner cylinder skin condition can
be specified at either constant skin temperature and humidity ratio
�Psk and Tsk are known�, or constant flux condition at the surface.
The fabric void air, outer node, and inner node mass, and energy
balances can similarly be derived as found in the work of Ghali et
al. �10�.

Heat Transport during Fabric-Skin Contact „��1…. It is as-
sumed that when the fabric cylinder is in contact with the solid
cylinder �skin� at the top ��=0 deg� or the bottom ��=180 deg�,
both the fabric and the skin remain in touch at zero velocity for an
interval of time until the reversal in motion takes place. The con-
tact is not a point contact and is represented by a length of contact
lc of the fabric spanning about 10 deg around the cylinder surface
at ��=0 deg� or ��=180 deg� due to flattening that takes place in
the fabric at the contact area as observed in the experiments. The
dimensionless air layer thickness Y� is defined as

Y� =
Y�t�
Ym

= �1 − � sin ��t�� �7�

If Y��0, then Y� is taken as zero for the contact interval within
the cycle. During touch period Y� is frozen to the value of Y� at
the time when touch starts in the motion cycle. As the fabric
approaches the skin boundary, the radial ventilation flow rate de-
creases to a point where diffusion mechanism dominates the trans-
port of heat and moisture �11�. The fabric three-node model of
Ghali et al. �9� is used with the modified internal fabric transport
coefficients of Ghaddar et al. �11� to model the heat and moisture
transport by diffusion.

The modeling will cover two regions. The first region is the
fabric-skin contact and the second region is a noncontact air layer
region that separates the fabric from the skin as shown in Fig.
1�b�. When contact takes place and through the duration of con-
tact, the heat and mass transport problem in the fabric contact
region I is solved as a transient diffusion problem of a thin fabric
with one surface is suddenly exposed to a step change in tempera-
ture. The contact takes place at the skin with both the fabric outer
node and the air void temperatures are at a lower temperature than
the skin surface. The weighted fabric temperature and fabric total
regain are defined, respectively as

Tf =
�1 − � f��sCs�To + �1 − �Ti� + � f�aCaTvoid

�1 − � f��sCs + � f�aCa
�8a�

R = Ro + �1 − �Ri �8b�

where � f is the fabric porosity,  is the mass fraction of the fabric
in the outer node, Ti is the fabric inner node temperature, To is the
fabric outer node temperature, Tvoid is the temperature of the air
void space in the fabric, Ri is the fabric inner node regain, and Ro
is the fabric outer node regain. The lumping of the fabric inner,
outer, and void nodes into one fabric node has permitted the use of
the experimentally established properties of the fabric dry and
evaporative resistances to estimate the heat and moisture diffusion
during the touch period �1�. The mass and energy balances of the
lumped fabric in the contact region yield

�R

�t
=

1

� fef
* 	 �Psk − Pf�

�RE/2� * hfg
+

�P
 − Pf�
�RE/2� * hfg + 1/hm�f-
�

+ Da� 1

Rf
2

�2R

��2 +
�2R

�x2 �
 �9�

�Tf

�t
=

�R

�t
*

had

Cpf
+

1

� fefCpf
* 	 �Tsk − Tf�

RD/2
+

�Taim − Tfabric�
RD/2 + 1/�hr + hc�f-
��

+ ka� 1

Rf
2

�2Tf

��2 +
�2Tf

�x2 �
 �10�

where R is the fabric regain �kg of H2O/kg of fabric�, RD is the
fabric dry resistance, which is equal to 0.029 m2·K/W for cotton
fabric, RE is the fabric evaporative resistance equal to
0.0055 m2·kPa/W for cotton fabric, and hc�f-
� and hm�f-
� are the
external heat and mass transfer coefficients with the environment,
respectively. The value of hc�f-
� is taken as 4 W/m2·K �2�, while
hm�f-
� is derived from Lewis relation for air-water vapor mixtures
as hc�f-
�=hm�f-
�hfg /16.5 �1�. When the fabric departs from the
skin boundary after contact, the fabric inner node, outer node, and
void space will be in thermal and mass concentration equilibrium
at Tf and R, respectively.

In the noncontact air layer region the mass and energy balances
are modeled as follows:

�

�t
��aYwa� = hm�skin-air��Psk − Pa� + hm�o-air��Po − Pa�

+
D

Rf
2

�

��
�Y

�wa

��
� + DY

�2wa

�x2 �11a�

�

�t
��aY�CaTa + hfgwa�� = hc�skin-air��Tsk − Ta� + hc�o-air��To − Ta�

+ hm�skin-air�hfg�Psk − Pa� + hm�o-air�hfg�Po − Pa� + ka

Tvoid − Ta

ef/2

+ Dhfg

Pvoid − Pa

ef/2

+
ka

Rf
2

�

��
�Y

�Ta

��
� + hfg

D

Rf
2

�

��
�Y

�wa

��
� + kaY

�2Ta

�x2 + hfgDY
�2wa

�x2

�11b�

The terms that appear in the energy balance include convective
energy transport to the fabric outer node by heat and mass diffu-
sion from the fabric void space, and diffusion of heat and moisture
in angular and axial directions of the air layer. The energy bal-
ances on outer nodes and inner nodes of the fabric remain the
same as previously reported in the modified fabric three-node
model of Ghali et al. �10�. The heat and moisture transport is
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assumed to occur by diffusion in the fabric air void connecting the
fabric nodes in touch with the skin and fabric nodes not in contact
with skin. During the contact interval, the sensible heat loss qs and
latent heat losses qL from the skin are given in the touch and the
nontouch regions, respectively, by

contact region qs =
Tsk − Tf

RD/2
�12a�

qL =
Psk − Pf

REhfg/2
hfg �12b�

noncontact air layer region

qs = hc�skin-air��Tsk − Ta� + hr�Tsk − To� �13a�

ql = hm�skin-air�hfg�Psk − Pa� �13b�

The modeled cotton fabric has an effective thermal conductivity
of 0.042 W/m·K and thickness of 1 mm. The Biot number is
equal to 0.095 at a convection coefficient of 4 W/m2·K that jus-
tifies the use of a lumped approach as was also used by other
researchers �14,15�. The contact model assumes that no wicking is
present.

Numerical Procedure
The control volume methodology is used to divide the air layer

into grids of size �x, Rf��, and height Y�� , t�. Each grid volume
contains a lumped adsorption system of fibrous inner and outer
nodes and air void as the upper boundary �1�. The discrete model
for the air mass balance of Eq. �4� and the incorporation of bound-
ary conditions are given in detail in Ref. �1� and will not be
repeated here. The numerical solution of the air annulus mass
balance model equations will result in predicting the internal pres-
sure at all grids of the domain. The air mass flow rates in the
radial, angular, and axial directions are determined from the solu-
tion of the pressure equation. The temporal and spatial pressure
distribution and determined airflow rates are used as direct input
to the water vapor mass balance and the energy balance of the air
layer, and of the fabric nodes and void space. These equations are
integrated numerically using the first-order Euler-Forward scheme
in time and control volume methodology in space with central
differencing for the second-order angular derivatives. The solution
was started from the initial thermal conditions of ambient air and
of a fabric in thermal equilibrium with the surroundings. The va-
por pressure of the flowing air in the air layer annulus or in the
fabric voids is related to the air relative humidity, RH, and tem-
perature and is calculated using the psychometric formulas of Hy-
land and Wexler �16� to predict the saturation water-vapor pres-
sure and hence the vapor pressure at the specified relative
humidity. The regain R of the cotton material has a definite rela-
tion to the relative humidity of the water vapor through a property
curve of regain versus relative humidity �17�.

The numerical model predicts the values of temperature and
humidity ratio of the air annulus, the fabric inner and outer nodes,
and the void node as a function of time and angular position. The
mean steady periodic time and space-averaged values of the mass
flow rates are also calculated. The net ventilation rate �inflow/
outflow� of the microclimate air layer through the open aperture
during one period of motion is defined by

ṁo =
2

�	
�

0

�/2�
−	/2

	/2

ṁo d� dt kg/s · m2 �14�

The total ventilation rate is the sum of the aperture ventilation rate
and the radial ventilation rate through the fabric. The instanta-
neous sensible and latent heat losses from the inner cylinder are
calculated. When a steady periodic solution is attained for tem-

perature and humidity, time-space-averaged heat losses are calcu-
lated for the system over the oscillation cycle.

Numerical Accuracy and Stability. Numerical tests were per-
formed to assure a grid-independent, stable, and accurate solution
for a domain of length L=50 cm, Rf =7.56 cm, Rs=3.75 cm, CD
=1, Ym=38.1 mm, and �Y =0.635 mm at f =25 rpm using differ-
ent mesh sizes to get a grid-independent solution in the angular
and axial directions. A nonuniform grid is used with the finer
mesh implemented in the fabric touch region and near the opening
as shown in Fig. 2. The size of the time step was taken at 0.005
and 0.001 s dictated by the period of oscillation of 2.4 s over a
total integration time of 3600 s. The time step and the grid size are
dictated by the second-order diffusion term.

Experimental Methodology and Validation of Model

Estimation of the Film Coefficients. The film coefficients at
the skin are needed for the model simulation. Transport coeffi-
cients from skin to environment or clothing were reported in lit-
erature as a function of an effective wind velocity based on em-
pirical work �5,18,19�. Such correlation would not be applicable
for estimating the film coefficients in an enclosed air subject to an
oscillatory flow. Ghaddar et al. �20� have empirically derived cor-
relations of the evaporative and dry convective heat transport co-
efficients from the skin to the lumped air layer as a function of
ventilation frequency for planar fabric motion of 1-D normal flow.
No literature is present for cylindrical geometry on the value of
the transport coefficients from the skin to the air annulus under
periodic ventilation. For this reason, experiments were conducted
to measure the mass transfer coefficient at the skin to the air layer
and then using the Lewis relationship to estimate the heat transfer
coefficient from the skin to the air layer.

Investigations were carried out in a climatic chamber where
temperature and humidity were maintained at T
=24°C and RH
=50%, respectively. The precision in the set conditions of the
climatic chamber temperature was ±0.5°C and chamber relative
humidity was ±2%. Untreated cotton was chosen as a representa-
tive of a most common worn fabric to use in the ventilation tests.
The cotton was obtained from Test Fabrics Inc. �Middlesex, NJ
08846� and is made of unmercerized cotton duck, style no. 466 of
thickness of 1 mm.

Figure 3 shows a schematic of the experimental setup that con-
sisted of �i� a hollow PVC inner cylinder �arm� 7.8 cm in diameter
and 60 cm long; �ii� an outer 60 cm long cylinder �sleeve� of
13 cm diameter made of a thin metallic screen of 2 cm open
squares where the cotton fabric was wrapped around and fitted;
�iii� a power screw mechanism for up and down motion that in-
cludes two power screws, two sliders, two guides, electric dc mo-
tor, relays for reversing motor direction of rotation, and chain
drive; �iv� support platform; and �v� flexible impermeable plastic
membranes. The inner cylinder was connected to the sliders of the
power screw mechanism where it was subjected to an up and
down motion driven by the gear and chain mechanism connected
to the dc motor. The dc motor rotational speed was controlled by
a variable power supply to obtain different motion frequencies.
The outer sleeve cylinder was fixed to the platform frame and was
capped at both ends with a flexible impermeable plastic mem-

Fig. 2 The computational grid
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brane to prevent air leaks in the axial direction. The periodic mo-
tion was not exactly a sinusoid where the inner cylinder moves up
at constant speed to reach the maximum height and then the relay
reverses direction to start the downward motion of the cycle as
shown in Fig. 3. The amplitude of oscillations tested was 21 mm
corresponding to amplitude ratios of �=0.8. The selection of the
amplitude of oscillation was selected to represent cases of me-
dium to loose clothing situations. Experiments were conducted for
gear motor frequencies of 30 and 60 rpm. In the plane above the
fabric cylinder, a fan was positioned to provide sufficient circula-
tion of air �0.7 m/s� for maintaining the constant chamber ambi-
ent conditions around the fabric. In addition, the inner cylinder
was filled with Styrofoam insulation material.

The experimental setup was placed in the environmental cham-
ber where constant climatic conditions were maintained for a pe-
riod of 24 hours before the start of the experiments. At the begin-
ning, the inner cylinder was wrapped with a saturated fabric
sample �skin� and was weighed. The weight loss of moisture was
monitored every half an hour for a total of 4 h from the onset of
oscillations of the inner cylinder. So, every half hour, the wet
fabric sample was quickly removed and placed inside a plastic bag
for weighing using a sensitive scale of accuracy ±0.01 g. The
temperature of the wetted cotton surface was monitored by a ther-
mistor, while the temperature measurement of the air layer was
taken by radiation-shielded thermistor. One thermistor was placed
on the lower surface of the wet cotton sample while the other
thermistor was placed in the enclosed air spacing between the
oscillating fabric and the wet cotton surface. The accuracy of the
temperature readings was ±0.1°C. Knowing the amount of water

evaporated from the fabric, the temperature of the cotton wet
sample, and the temperature of the air layer, the skin mass transfer
coefficient can be estimated as

ṁs = hm�skin-air�Ask�Psk − Pa� �15�

where ṁs is the measured mass flux in g/s, Pa is the vapor pres-
sure of the air in kPa, Psk is the vapor pressure at the skin in kPa,
and Ask is the area of the fabric in m2. The vapor pressure at the
skin is estimated from the equilibrium vapor pressure at the skin
temperature. The air layer temperature was measured. The wet
bulb temperature of the air layer was taken as that of the saturated
skin temperature since the setup was similar to an adiabatic satu-
rator for the enclosed air. The measured temperature of the wet
skin sample did not change since the sample was wet during the
time of the experiment.

Figure 4 shows the measured temperature results with time of
the skin and air layer at 60 and 80 rpm. The measured evaporation
rates became steady starting from the second hour of onset of the
measurements. In the initial transient period, the fabric was wet
and possibly had some wicking present at the lower frequency
when the weighing process took place at the first half hour. This
effect was not present after a longer period of time when the
fabric had no wicking. This effect was not very pronounced at the
higher frequency due to the shorter transient period and faster
evaporation taking place within that transient period. Table 1 sum-
marizes the measured evaporation rate, temperatures of skin and
air layer, the calculated mean mass transfer coefficient hm�skin-air�,
and the corresponding heat transport coefficient from the skin to

Fig. 3 A schematic of the experimental setup
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the lumped air layer hc�skin-air� using the Lewis relation for air-
water vapor mixtures �17�. The mean transport coefficients for a
cylindrical geometry are 29% lower than the planner normal pe-
riodic flow coefficients reported by Ghaddar et al. �20�. This is
expected due to the reduced radial ventilation rate and increased
angular motion parallel to the inner surface within the annulus. In
addition, the results fall within a sound range of real subjects’
experiments for different clothing ensembles where the present
experimental findings of convection coefficients are within 5.2%
from the findings of Lotens �4� at the walking speed of 0.2 m/s
and at 7.7% from the findings of Havenith et al. �6� at 0.3 m/s
walking speed.

Experimental Testing of the Thermal Behavior of a Heated
Inner Cylinder Subjected to Periodic Motion. The aim of the
experiment is to measure the time- and space-averaged skin and
air layer temperatures at different frequencies and validate predic-
tions of the theoretical model dry heat loss for closed aperture
setting. The effect of modulation of the internal cylinder on the
thermal system behavior was tested on heat transport from the
inner cylinder surface to the environment when no contact took
place between the inner and outer cylinder ���1� and when the
outer cylinder touched the inner cylinder for part of the cycle ��
�1�. Dry experiments were performed while subjecting the inner
cylinder to a fixed heat flux boundary condition.

The same experimental setup shown in Fig. 3 was used. Metal-
lic resistance heaters Omega-KH-1012 were placed on the inner
conducting hollow cylinder surface to produce constant heat flux
conditions in a climatic chamber at 24.5°C and RH at 50%. The
heat flux was regulated at 80 W/m2 and was verified by measur-
ing the power input to the heaters. Thermistors of type Omega-
44133 were placed in small microgrooves in the inner cylinder
surface for three angular locations of top ��=0 deg�, side ��
=90 deg� and bottom ��=180 deg�. Other radiation-shielded ther-

mistors were placed within the air gap and about 0.5 cm from the
outer circumference toward the center at �=0 deg, �=90 deg, and
�=180 deg. The accuracy of the temperature readings was
±0.1°C. The thermistors’ readings and the climatic chamber con-
ditions are monitored in time by a data acquisition system of
national instruments SCXI 1121 and by labview software version
7. The temperature was sampled at 10 reading/second and is av-
eraged and recorded every 10 s.

In the first set of experiments no contact was permitted between
the cylinders, and the inner cylinder was operated at the frequen-
cies of 25, 33, and 40 rpm for an amplitude of oscillations of
21 mm corresponding to an amplitude ratio of �=0.8. Measure-
ments were taken after the system reached the steady periodic
state in 1 1/2 h after the onset of the experiment. The steady
periodic state was assumed when no further change in measured
temperature between one period and the next was observed within
0.1°C. The time for steady periodic solution in the dry experi-
ments was around 20 min at 60 rpm and 15 min at 80 rpm, re-
spectively. The higher frequency has a shorter transient period due
to the fast renewal of air and corresponding dissipation of heat. In
the second set of experiments a special relay was attached to the
control circuit of the motor to stop the motion once the inner
cylinder touched the outer cylinder, and to prevent the inner cyl-
inder from further motion. Due to the contact that takes place
between the inner cylinder and the fabric at the top ��=0 deg�,
and bottom ��=180 deg�, only measurements of skin temperature
were recorded at those positions. At the side where �=90 deg, the
skin temperature and the air layer temperature are recorded. The
experiments were performed at the frequencies of 25, 33, and
40 rpm for an amplitude of oscillations of 36.5 mm corresponding
to an amplitude ratio of �=1.4. It was not possible with the current
contact mechanism between the cylinders to perform the experi-
ments at the higher frequencies of 60 and 80 rpm.

Results and Discussion

Experimental Validation of the Cylinder-Fabric Model Heat
Transport. The time- and space-averaged temperatures of the
skin and the air layer will be presented for both sets of experi-
ments at �=0.8 and �=1.4. The heat flux elements on the surface
are thermally conducting. This has resulted in a closely uniform
inner surface temperature and the maximum measured skin tem-
perature difference between the three positions was 0.8°C at
25 rpm and 0.5°C at 80 rpm for �=0.8 and 0.1 to 0.2°C at all
frequencies for �=1.4. The experimental results are used then to
validate the 2-D cylinder model predictions.

The simulation program is run using the dimensions of the in-
ner and outer cylinder at the dry isothermal condition of the skin
as obtained in the experiments to predict the inner cylinder heat
loss as a function of the periodic motion frequencies at �=0.8 and
�=1.4. Figure 5 shows the predicted and measured time- and
space-averaged skin and air layer temperatures as a function of the
ventilation frequency at �=0.8. Good agreement exists between
the model predictions and experiment. At �=0.8, the air layer
temperature decreased with the increase in ventilation frequency
and the predicted model values approach the experimental values
as the frequency increases. Since constant heat flux is imposed,
the skin temperature is expected to decrease with the decrease in
air temperature at high frequency as seen by the model predic-
tions. The mean error of the measurements of the skin tempera-
tures compared with the predicted values of the model at sensible
heat flux of 80 W/m2 were less than 0.8°C. The difference be-
tween the predicted and measured values increased at high fre-
quency due to the possible lower ventilation rates caused by the
bellow effect of the capped plastic ends of the cylinder. The effect
of natural convection present in the air layer, which induces
slightly cooler skin temperature at the bottom of the cylinder than
the top, could be responsible for the difference in the air layer
temperature at low frequency. Note that the comparison is based

Fig. 4 The measured space-averaged temperatures with time
of the skin and air layer at 60 and 80 rpm

Table 1 Film coefficients experiment: measured evaporation
rate, measured skin and mean air layer temperatures, and cor-
responding calculated mass and heat transfer coefficients

Frequency 60 rpm 80 rpm

Measured evaporation rate ṁs�g/h� 6 5.8

Measured skin temperature �°C� 19.6±0.1 19.4±0.1
Measured mean air layer temperature �°C� 22.4±0.1 21.7±0.1
Mass transfer coefficient,
hm�skin-air� �kg/s ·m2·kPa�

6.4�10−5 7.54�10−5

Heat transfer coefficient using Lewis relation
hc�skin-air� �W/m2·K�

9.4 11.05
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on space-averaged temperature values.
Figure 6 shows the predicted and measured time- and space-

averaged skin and air layer temperatures as a function of the ven-
tilation frequency at �=1.4. The agreement between experimental
measurements and model predictions of skin temperature is good
given a relative error of less than 5% while the air layer tempera-
ture has shown a relative error of 10%. This is expected since the
model of the air layer is a lumped model, while measurements of
air layer were taken at local points in the air annulus where the
thermocouple was placed at 0.5 cm away from the outer surface.

Closed Aperture Air Annulus Mass and Heat Transport
Model Results. The results of the 2-D radial and angular flow
model are presented for ambient conditions at 25°C and 50% RH
and at an inner cylinder isothermal skin condition of 35°C and
100% relative humidity. Simulations are performed for a domain
mean spacing Ym=2.6 cm at different frequencies and amplitude
ratios for Rf =6.5 cm and Rs=3.9 cm. The numerical simulation
results of the model predicts the transient steady periodic mass
flow rates in the radial and angular directions, the fabric regain,
the internal air layer temperature and humidity ratio, the fabric
temperature, and the skin surface temperature.

Figure 7 shows the variation of �a� the steady periodic time-
averaged lumped air layer temperature and �b� steady periodic
time-averaged fabric temperature as a function of the angular po-
sition � for the ventilation frequencies of 25, 40, and 60 rpm at
�=0.8 and 1.4. Note that when contact takes place, the air layer

temperature is meaningless at those positions and its value is
taken at the average of the skin and fabric void node temperatures.
The fabric temperature at the contact region ��=0 and �=	� is the
highest due to the contact with the hotter skin temperature. In
addition, the calculated total regain is smaller in the contact region
since fabric adsorption decreases with increased temperature. The
air temperature and the fabric temperature at �=0.8 are slightly
higher than their values at �=1.4 for the noncontact region due to
the higher air renewal rate associated with the larger amplitude at
�=1.4.

Figure 8 shows the variation of the steady periodic time-
averaged �a� sensible and �b� latent heat loss as a function of the
angular position � for the ventilation frequencies of 25, 40, and
60 rpm at �=0.8 and �=1.4. The sensible heat loss at �=0.8 is
slightly smaller than �=1.4 due to the higher air temperature in
the noncontact region. In the contact region the sensible heat loss
is higher for �=0.8. This is attributed to the higher fabric tempera-
ture associated with the contact region and the absence of heat
loss by radiation in that region. The maximum sensible heat loss
for �=0.8 and 1.4 takes place in the contact region at �=0 and
�=	 since that region has the highest ventilation rates until fabric
contact takes place that results in a sudden increase of heat loss.
The minimum heat loss is at �=	 /2 since that region has the
lowest radial ventilation. The latent heat loss at �=0.8 is slightly
smaller than �=1.4 due to the higher dry air renewal in the non-
contact region at �=1.4. The latent heat loss increases signifi-

Fig. 5 The predicted and measured time- and space-averaged
skin and air layer temperature as a function of the ventilation
frequency at �=0.8

Fig. 6 The predicted and measured time- and space-averaged
skin and air layer temperature as a function of the ventilation
frequency at �=1.4

Fig. 7 The variation of „a… the steady periodic time-averaged
lumped air layer temperature and „b… steady periodic time-
averaged fabric temperature as a function of the angular posi-
tion � for the ventilation frequencies of 25, 40, and 60 rpm at
�=0.8 and 1.4
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cantly in the contact region compared to the no-contact region and
to the case of �=0.8. The fabric temperature is significantly higher
after the contact with the hot skin. When the fabric moves away
from the skin at this high temperature, it will lose significant
moisture to the ventilating dry air. Then, the fabric returns back
towards the skin with a higher ability to adsorb moisture at con-
tact, leading to a much higher latent heat loss over the ventilation
cycle in the contact region compared to the case when no contact
takes place.

Figures 9�a� and 9�b� show the 2-D ventilation model predic-
tions as a function of the amplitude ratio � of �a� the time-space-
averaged total air flow renewal �kg/m2� in the microclimate and
�b� the time-space-averaged sensible and latent heat loss at f
=25, 40, and 60 rpm. The air renewal in the microclimate in-
creases with the increase of the ventilation frequency and the cor-
responding sensible and latent heat losses increase with the in-
crease in the ventilation frequency. However, at fixed ventilation
frequency the air renewal rate and the total heat loss variation
with the amplitude ratio are affected by the fabric-skin contact
occurrence during the cycle. The maximum sensible heat loss oc-
curs at �=1 and decreases very slightly with increased contact
period within the studied range.

Open Aperture Air Annulus Mass and Heat Transport
Model Results. To investigate the effect of the presence of the
open aperture on heat loss from the skin, simulations are per-
formed for a domain of length L=0.6 m, and mean spacing Ym
=2.6 cm at three different frequencies of 25, 40, and 60 rpm and
amplitudes corresponding to �=0.8 and �=1.4 for Rf =6.5 cm,

Rs=3.9 cm, and CD=1. The selection of the length is based on the
realistic physical length of a sleeve. The ambient conditions are
taken at 25°C and 50% RH and at an inner cylinder isothermal
skin condition of 35°C and 100% relative humidity.

Introducing an aperture induces air renewal in the axial direc-
tion through the opening �1�. Figures 10�a� and 10�b� present a
plot of �a� the total ventilation rate versus the amplitude ratio at
different frequencies of motion and �b� the time- and
�-space-averaged radial flow rate variation in the axial direction at
different amplitude ratios for f =25, 40, and 60 rpm at �=0.8 and
�=1.4. The air renewal through the opening increases with ampli-
tude ratio up to �=1 when fabric-skin periodic contact takes place
and then the change in the opening ventilation rate is negligible
for ��1 �Fig. 10�a��. At the opening �x=0�, the radial ventilation
rate approaches zero and a high gradient of radial flow rate occurs
within the first 10% of the opening even when contact is present
for ��1. For most of the domain interior, negligible axial flow
exists and the radial flow rate is constant. Figure 11 shows the
variation of the steady periodic time- and angular-space-averaged
�a� sensible and �b� latent heat loss as a function of the axial
position x for the ventilation frequencies of 25, 40, and 60 rpm at
�=0.8 and �=1.4. The maximum latent and sensible heat loss
takes place at the opening and the enhancement of the local sen-
sible heat loss at the open aperture compared to the closed end is
27.6%, 17.5%, and 15.1% at f =25, 40, and 60 rpm, respectively.
The local latent heat loss at the opening increases by 17.4%,
12.7%, and 11.6% at f =25, 40, and 60 rpm, respectively, when

Fig. 8 The variation of the steady periodic time-averaged „a…
sensible and „b… latent heat loss as a function of the angular
position � for the ventilation frequencies of 25, 40, and 60 rpm
at �=0.8 and �=1.4

Fig. 9 The 2-D ventilation model predictions as a function of
the amplitude ratio � of „a… the time-space-averaged total ven-
tilation rate in the microclimate and „b… the time-space-
averaged sensible and latent heat loss in W/m2 at f=25, 40, and
60 rpm
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compared with latent loss at the closed end.
The presence of the opening has minimal effect on the overall

time- and space-averaged heat loss due to the limited size of the
region near the opening where substantial axial flow renewal oc-
curs. For the open aperture system at �=1.4, the overall total heat
loss increase over closed apertures is 4.4%, 2.8%, and 2.2% at f
=25, 40, and 60 rpm, respectively. Comparing the total heat loss
for an open aperture system when no fabric-skin contact is present
��=0.8� to the case when periodic contact occurs ��=1.4�, it is
found that the contact increases the heat loss by 9.6%, 8.6%, and
8.5% at f =25, 40, and 60 rpm, respectively.

Conclusions
The coupled convection heat and moisture exchange within the

clothing system subject to sinusoidal microclimate air layer thick-
ness temporal variation is theoretically modeled to predict the heat
losses from the skin due to ventilation with periodic fabric skin
contact during the motion. Experimental results agree well with
the model predictions of heat loss through the fabric during peri-
odic localized contact and noncontact of the fabric cylinder with
the skin cylinder. The presence of an open aperture in the system
slightly increases the overall heat loss due to the limited effect of
axial ventilation close to the opening. The effect of the opening on
heat loss decreases as the ventilation frequency increases.

The current model approach is novel in its consideration of the
periodic nature of air motion in the trapped layer between skin
and fabric and the handling of the heat and moisture transport
during the periodic fabric-skin contact and no contact regions. The
model provides an effective and fast method of providing a solu-
tion derived from first principles at low computational cost by

transforming a 3-D flow problem to a 2-D problem �the radial
direction of the airflow is lumped�. This makes the model attrac-
tive for integration with human body thermal models to better
predict human response under dynamic conditions.
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Nomenclature
Af � area of the fabric �m2�
C � specific heat �J /kg·K�
D � water vapor diffusion coefficient in air �m2/s�
ec � eccentricity between the skin and fabric

cylinders
ef � fabric thickness �m�
f � frequency of oscillation of the inner cylinder in

revolution per minute �rpm�
hfg � heat of vaporization of water �J/kg�
had � heat of adsorption �J/kg�
hr � radiation heat transfer coefficient �W/m2·K�

Hci � conduction heat transfer coefficient between
inner node and outer node �W/m2·K�

Fig. 10 A plot of „a… the total ventilation rate versus the ampli-
tude ratio at different frequencies of motion and „b… the time-
and �-space-averaged radial flow rate variation in the axial di-
rection at different amplitude ratios for f=25, 40, and 60 rpm at
�=0.8 and �=1.4 Fig. 11 The variation of the steady periodic time and angular-

space-averaged „a… sensible and „b… latent heat loss as a func-
tion of the axial position x for the ventilation frequencies of 25,
40, and 60 rpm at �=0.8 and �=1.4
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Hco � convection heat transfer coefficient between
outer node and air flowing through fabric
�W/m2·K�

hc�f-
� � heat transport coefficient from the fabric to the
environment �W/m2·K�

hc�o-air� � heat transport coefficient from the fabric to the
trapped air layer �W/m2·K�

hc�skin-air� � heat transport coefficient from the skin to the
trapped air layer �W/m2·K�

Hmi � diffusion mass transfer coefficient between
inner node and outer node �kg/m2·kPa·s�

Hmo � mass transport coefficient between outer node
and air void in the fabric �kg/m2·kPa·s�

hm�f-
� � mass transfer coefficient between the fabric
and the environment �kg/m2·kPa·s�

hm�o-air� � mass transfer coefficient between the fabric
and the air �kg/m2·kPa·s�

hm�skin-air� � mass transfer coefficient between the skin and
the air layer �kg/m2·kPa·s�

ka � thermal conductivity of air �W/m·K�
L � fabric length in x direction �m�

ṁay � mass flow rate of air in y direction �kg/m2·s�
ṁax � mass flow rate of air in x direction �kg/m2·s�
ṁa� � mass flow rate of air in � direction �kg/m2·s�
Pa � air vapor pressure �kPa�
Pi � vapor pressure of water vapor adsorbed in in-

ner node �kPa�
Po � vapor pressure of water vapor adsorbed in

outer node �kPa�
Psk � vapor pressure of water vapor at the skin �kPa�

R � total regain in fabric �kg of adsorbed H2O/kg
fiber�

RD � fabric dry resistance �m2·K/W�
RE � fabric evaporative resistance �m2·kPa/W�
Rf � fabric cylinder radius �m�
Rs � skin cylinder radius �m�

rpm � revolutions per minute
t � time �s�

T � temperature �°C�
w � humidity ratio �kg of water/kg of air�

Y�� , t� � instantaneous air layer thickness �m�
Ym � mean air layer thickness �m�

Greek Symbols
� � fabric porosity
� � density of fabric �kg/m3�

�Y � amplitude of oscillation �m�
� � angular frequency �rad/s�
� � kinematic air viscosity �m2/s�
� � period of the oscillatory motion �s�
� � angular coordinate
� � amplitude ratio

Subscripts
a � conditions of air in the spacing between skin

and fabric
f � fabric
i � inner node
o � outer node

sk ,s � conditions at the skin surface
void � local air inside the void


 � environment condition
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Nanoscale Heat Conduction
Across Metal-Dielectric Interfaces
We report a theoretical study of heat conduction across metal-dielectric interfaces in
devices and structures of practical interest. At cryogenic temperatures, the thermal inter-
face resistance between electrodes and a substrate is responsible for substantial reduc-
tion in the maximum permissible peak power in Josephson junctions. The thermal inter-
face resistance is much smaller at elevated temperatures but it still plays a critical role in
nanoscale devices and structures, especially nanolaminates that consist of alternating
metal and dielectric layers. A theoretical model is developed to elucidate the impact of
spatial nonequilibrium between electrons and phonons on heat conduction across nano-
laminates. The diffuse mismatch model is found to provide reasonable estimates of the
intrinsic thermal interface resistance near room temperature as well as at cryogenic
temperatures. �DOI: 10.1115/1.2241839�

Keywords: nanoscale heat transfer, thermal interface resistance, Josephson junctions,
nanolaminates

Introduction
Heat conduction across interfaces is a critical consideration in a

variety of scientific and engineering applications. This is espe-
cially true for micro- and nanoscale devices and structures whose
thermal characteristics are strongly influenced by interface phe-
nomena. Because the thermal interface resistance increases rap-
idly with decreasing temperature �1�, its impact is most pro-
nounced in cryoelectronic devices, such as superconducting
Josephson junctions.

Near room temperature above, the thermal interface resistance
between two solids is comparable to the thermal resistance of a
few nanometer thick glass layer. As the minimum feature size of
electronic and optical devices continues to scale down, even this
relatively small interface resistance is becoming an important con-
sideration. Examples of such devices include giant magnetoresis-
tance sensors in data storage applications �2� and magnetic tunnel
junctions in spintronic applications �3�. High density interfaces
also strongly impede heat conduction across nanolaminates �4–6�
and superlattices found in optoelectronic and thermoelectric de-
vices �7�. Nanolaminates consisting of alternating layers of nanos-
cale metal and dielectric materials are promising as ultra-low ther-
mal conductivity thermal barrier coatings.

The present manuscript reports a study of heat transport across
metal-dielectric interfaces in microdevices and nanostructures of
practical interest. Most previous studies of the interface resistance
have focused on a simple generic interface formed between two
full films or between a full film and a substrate. We study the
thermal interface resistance at cryogenic temperatures by analyz-
ing the thermal behavior of Josephson junctions in superconduct-
ing electronic circuits. The large thermal interface resistance is
found to be responsible for substantial reduction in the maximum
permissible peak power in Josephson junctions. Heat conduction
across nanolaminates of alternating metal and dielectric materials
is next studied using a two-fluid heat conduction model to exam-
ine the effects of the close proximity of interfaces and spatial
electron-phonon nonequilibrium on heat conduction across inter-
faces. Our study suggests that the diffuse mismatch model pro-

vides reasonable estimates of the intrinsic interface resistance near
room temperature as well as at cryogenic temperatures.

Heat Transfer in Josephson Junctions
Superconductor-normal metal-superconductor �SNS� Josephson

junctions are key elements of superconducting electronic circuits.
To ensure reliable operations of superconducting circuits, device-
level thermal management is critical because Josephson junctions
must be maintained below the critical temperature Tc of the elec-
trodes to properly function. Figure 1 schematically shows an SNS
junction that consists of superconducting electrodes, typically
made of Niobium �Nb�, and a normal-metal barrier layer. Heat
generated in the junction is removed primarily by heat conduction
across the bottom electrode-substrate interface.

At cryogenic temperatures, mismatch in lattice vibrational
properties is often the main mechanism responsible for finite re-
sistance to heat conduction across interfaces between two dissimi-
lar solids �1�. The thermal interface resistance exhibits strong
temperature dependence because phonons obey the Planck distri-
bution. The net rate of heat transfer across an interface by
phonons can be calculated by summing the contribution of all
phonons incident on the interface per unit time. On the basis of
the diffuse mismatch model of Swartz and Pohl �1�, we write

Q̇net =
�12

4 � j�
0

�1,max

N1j ��c1j d�

−
�21

4 � j�
0

�2,max

N2j ��c2j d� �1�

The subscript j labels phonon modes, N is the phonon distribution
function, � is the phonon frequency, and c is the phonon velocity.
The parameter � is the probability that phonons incident on the
interface are transmitted. Equation �1� can be simplified under the
Debye approximation:

Q̇net =
�2

120
� kB

�3��� j
ci,j

−2��� j
c3−i,j

−2 �
�i,j

ci,j
−2

�T1
4 − T2

4� = ��T1
4 − T2

4�

�2�

In the limit �T1−T2� /T2�1, the above equation can be linearized
to define a constant thermal boundary resistance. This condition is
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not satisfied near the critical power condition of Josephson junc-
tions where the electrodes undergo superconductor-normal metal
transition. The critical temperature Tc of Nb thin films �	9 K� is
substantially higher than the substrate temperature �	4 K�.
Chong et al. �8� and previous studies of self-heating in supercon-
ducting thin-film microbridges �9� severely underestimated the
temperature dependence of the thermal interface resistance by us-
ing a linearized version of Eq. �2�.

Since the electrical resistance of a Josephson junction increases
abruptly when the local electrode temperature exceeds Tc, one can
determine the critical power in each junction from its current-
voltage characteristics. Chong et al. �8� reported such data on
Nb-MoSi2-Nb Josephson junctions. To facilitate the analysis of
heat conduction in these junctions, we make a simplifying as-
sumption that the temperature variation along the junction �z di-
rection in Fig. 1� is negligible. The 1D approximation is consistent
with the experimental observation that the critical power of de-
vices with multiple stacked junctions is independent of the num-
ber of junctions and depends only on the total power dissipated
within the entire stack. Our 2D simulations also confirm that heat
generated within each junction is removed primarily by heat con-
duction along the base electrode and into the substrate due to the
low thermal conductivity of the silicon dioxide passivation layers
and the large thermal interface resistance between the electrode
and the passivation layers.

By applying the energy conservation principle to a differential
volume defined along the r-direction, we obtain the following
governing equation:

1

r

d

dr
�ktr

dT

dr
� − ��T4 − Tbath

4 � + q� = 0 �3�

The first term represents heat conduction along the electrodes, the
second term heat conduction across the electrode-substrate inter-
face, and the third term heat generation in the barrier. Here, the
effective electrode thickness t is considered a step function of r to
account for parallel heat conduction along the two electrodes and
the barrier layer. Equation �3� is analogous to the heat conduction
equation for an extended surface, which dissipates heat through
radiation.

We discretize Eq. �3� using the finite volume method. The re-
sulting system of nonlinear algebraic equations is solved itera-
tively to find the critical power at which the peak temperature is
equal to the critical temperature of the niobium electrodes.

We anticipate that scattering of heat carriers at film surfaces
strongly suppresses the thermal conductivity of 2–300 nm thick
Nb films at cryogenic temperatures. To our knowledge no thermal
conductivity data are available in the literature for such thin Nb
films. Since the mean free path of phonons is expected to be
limited by the film thickness and/or grain size, we expect the

phonon thermal conductivity to follow the T3 dependence of the
lattice heat capacity. Heat conduction by electrons in supercon-
ducting metals is a complex phenomenon, which is beyond the
scope of the present manuscript. Electrons that condense into
Cooper pairs do not directly contribute to heat conduction, which
leads to rapid decrease in electronic thermal conductivity with
decreasing temperature.

We fit the experimental data of Chong et al. �9� with our model,
taking the parameter � and the thermal conductivity of the Nb
films as adjustable parameters. The thermal conductivity of the Nb
films is assumed to have a functional form k0T

n with the exponent
n set to be 3. While the actual temperature dependence can be
more complicated, we find that the fitted values of �, which are
of primary interest here, do not depend sensitively on n.

Figure 2 shows the critical power of the Josephson junctions as
a function of base electrode width. The symbols correspond to the
data and the lines correspond to the best fits from the present
model. The critical power increases rapidly with the base elec-
trode width, which reflects efficient lateral heat spreading in the r
direction. Once the electrode width becomes comparable to the
thermal decay length, the critical power does not increase much
further and reaches plateaus. The thermal decay length is the char-
acteristic length along the r direction over which the temperature
decays from the peak value down to the substrate temperature.

Figure 2 includes data obtained from the two types of junctions
that have different electrode-substrate interfaces. In one type of
junctions, the base electrode was separated from the substrate by a
thin layer of SiOx. In the other type of junctions, a native SiOx
layer was first etched away before the base electrode was depos-
ited. The critical power is substantially higher for the second type
of junctions because the extra interfaces and the SiOx layer add
significant thermal resistance.

The diffuse mismatch model �1� allows us to predict the param-
eter � in Eq. �3� using the phonon velocities as the only input
parameters. For the Nb-Si interface, the diffuse mismatch model
predicts �=180 W/m2 K4, which agrees well with our best fit
result, �=170 W/m2 K4. For the Nb-SiOx-Si series interface, an
extra term is added to Eq. �3� to account for the finite thermal
resistance of the SiOx layer. The fit result of �=80 W/m2 K4 also
compares well with the predicted value of �=90 W/m2 K4. Part
of the discrepancy may be due to the fact that we approximate the
“phonon” velocities in the highly disordered SiOx layer by the
speeds of sound in quartz.

The above results demonstrate the significance of interface en-

Fig. 1 Cross-sectional diagram of a superconductor-normal
metal-superconductor Josephson junction. The electrodes are
typically made of Nb, which become superconducting at tem-
peratures below approximately 9 K. The barrier is a normal
metal.

Fig. 2 Predicted and experimentally determined critical power
of Nb-MoSi-Nb Josephson junctions. The data are from Chong
et al. †9‡. Two types of junctions with different bottom
electrode-substrate interfaces are studied. The silicon sub-
strates were maintained at 4 K.
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gineering in the thermal management of superconducting elec-
tronics. Minimizing the number of interfaces plays an important
role in increasing the critical power of SNS junctions. Our results
also demonstrate that the diffuse mismatch model allows reason-
able quantitative prediction of heat transfer rates across interfaces
in Josephson junctions at cryogenic temperatures.

Heat Conduction Across Nanolaminates
Near room temperature and above, the magnitude of the ther-

mal interface resistance predicted by the diffuse mismatch model
is much smaller than that at cryogenic temperatures. More de-
tailed studies of other physical mechanisms that may potentially
affect heat transfer across interfaces are therefore warranted.

We analyze the thermal resistance of nanolaminates reported in
the literature �5,6� to gain further insight into heat conduction
across interfaces between metal and dielectric materials. Nano-
laminates are very useful because their total thermal resistance
represents the combined contribution of a large number of inter-
faces, making accurate measurements much easier.

We limit ourselves to nanolaminates consisting of metal and
amorphous dielectric layers and assume that the continuum ap-
proximation is valid in describing heat conduction across the
amorphous dielectric layers. This assumption is supported by a
prevailing theory of heat conduction in highly disordered dielec-
trics �10�, which concludes that the effective mean free path of
heat carriers is of the order of interatomic spacing near room
temperature and above. It is also consistent with the recent experi-
mental observation that the thermal resistance is a linear function
of thickness for AlOx films as thin as 2 nm �6�. We assume dif-
fuse scattering of heat carriers at the interfaces and ignore quan-
tum effects, such as coherent superposition of lattice waves re-
flected or transmitted by adjacent interfaces.

Heat Conduction Across Nanoscale Metal Films. One of the
authors found in a recent study �11� that electron-phonon nonequi-
librium has significant influence on conduction cooling of metallic
nanoparticles subjected to pulsed laser heating. In the absence of
significant inelastic scattering at the interface, electrons in the
particle cannot interact directly with atomic vibrations in the sur-
rounding dielectric medium. As a result, electrons must first ex-
change energy with phonons within the metal particle, which are
then coupled with atomic vibrations in the dielectric material
through interface bonds. This results in significant spatial non-
equilibrium between electrons and phonons in the metal and ulti-
mately extra thermal resistance.

We note that the impact of nonequilibrium among different
types of heat carriers also needs to be considered at cryogenic
temperatures. In fact, Yoo and Anderson �12� observed anomalous
increase in the apparent thermal interface resistance near the nor-
mal metal-superconductor transition temperature and attributed it
to nonequilibrium between conduction electrons and thermal
phonons. The nonequilibrium effect, however, does not play a
significant role in the Josephson junctions discussed in the preced-
ing section because the intrinsic thermal interface resistance due
to mismatch in lattice vibrational properties is so much larger.

We use the continuum two-fluid model to gain useful physical
insight without introducing mathematical complexity of advanced
transport models. A very brief discussion of the following analysis
was first presented in �6�. A more rigorous study using the Boltz-
mann transport equation is also currently under way. The two-
fluid model has been widely used to study ultra-fast pulsed laser
heating of metals �13,14�. A similar approach was used to explain
the temperature dependence of the thermal conductance across
interfaces between TiN films and MgO substrates �15�, but there
is some doubt about the accuracy of the experimental data used in
that study. While classical molecular dynamics simulations can
readily simulate heat transport by phonons in nanostructures, the
accuracy of such simulations has yet to be verified. Accurate mod-

eling of interface phenomena and simultaneous treatment of pho-
non and electron transport, in fact, remain a significant challenge
for atomistic simulations.

The governing equations for the one-dimensional two-fluid heat
conduction model are �14�

−
d

dx
�ke

dTe

dx
� = − G�Te − Tph� �4a�

−
d

dx
�kph

dTph

dx
� = − G�Te − Tph� �4b�

Subscripts e and ph are used to label quantities relevant to elec-
trons and phonons, respectively. The electron-phonon coupling
constant is denoted by G and the thermal conductivities by k.

We consider a metal film of thickness Lm that is sandwiched
between two amorphous dielectric films and is subjected to uni-
form heat flux. The geometry considered is schematically illus-
trated in Fig. 3. The boundary conditions used in the present study
are:

Tph
x=0 = T0, − kph�dTph

dx
�

x=Lm

= q�, �dTe

dx
�

x=0,Lm

= 0 �5�

Analytic solutions to Eqs. �4a�, �4b�, and �5� can be obtained if all
the material parameters are assumed to be constant. Briefly, Eqs.
�4a� and �4b� are added to form a homogeneous ordinary differ-
ential equation for keTe+kphTph. The general solution of this ho-
mogeneous equation is then used to convert Eqs. �4a� and �4b�
into separate second-order linear differential equations for Te and
Tph. After solving the ODEs and applying the boundary condi-
tions, we obtain

Tph − T0

q�
= � �

ke + kph
�� 1

1 + exp�Lm/���� ke

kph
�exp�Lm − x/��

− exp�x/�� + 1 − exp�Lm/��� −
1 + exp�Lm/��

�/x
� �6�

and

Te − T0

q�
= � �

ke + kph
�� 1

1 + exp�Lm/����exp�x/�� − exp�Lm − x/��

+
ke

kph
�1 − exp�Lm/��� −

1 + exp�Lm/��
�/x

� �7a�

An important parameter identified in Eq. �6� is the electron-
phonon coupling length �, which is defined as

Fig. 3 Geometry and thermal boundary conditions used to
analyze heat conduction across a metal layer sandwiched be-
tween two amorphous dielectric layers as part of a
nanolaminate
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� = � kekph

G�ke + kph��
1/2

�7b�

It can be interpreted as the characteristic length of a region near
the interface where electrons and phonons remain out of equilib-
rium with each other. Using the thermal conductivity �ke

	100 W/m K, kph	5 W/m K� and the electron-phonon coupling
constant �G	1017 W/m3 K� of typical metals �14�, we estimate �
to be of the order of a few nanometers near room temperature. We
note that a similar parameter was identified by Yoo and Anderson
�12� in their study of superconductors and by Soviet researchers in
their studies of electron-phonon drag and transport phenomena in
semiconductors �16�.

Figure 4 schematically shows the predicted phonon and elec-
tron temperature profiles across the metal film for three different
values of Lm /�. When the metal layer thickness Lm is comparable
to the electron-phonon coupling length �, the phonon and electron
temperatures deviate from each other across the entire film. In the
thick film limit, in contrast, the temperature deviation is confined
to the vicinity of the interfaces and the two temperature profiles
converge away from the interfaces.

The total thermal resistance of the metal film, defined in terms
of phonon temperatures, is

Rmetal� =
Tph
x=0 − Tph
x=Lm

q�
=

Lm

kph + ke
+ 2� �

kph + ke
�� ke

kph
�

�� exp�Lm/�� − 1

exp�Lm/�� + 1
� �8�

The first term, proportional to the film thickness Lm, is identical to
the solution of the conventional heat diffusion equation. The sec-
ond term, to be labeled RNE� , arises from spatial nonequilibrium
between phonons and electrons near the interfaces and is a com-
plex function of the thickness as well as the transport properties of
the metal layer.

In the limit Lm	�, the nonequilibrium resistance RNE� can be
approximated as 2� /kph, which is independent of the metal thick-
ness Lm. This is equivalent to saying that heat conduction across a
region of length � from each interface is mediated only by
phonons. Since the electron thermal conductivity is one or two
orders of magnitude larger than the phonon thermal conductivity
for typical metals, one can often neglect the first term of Eq. �8�
and write Rmetal� =2� /kph=constant �see Fig. 5�.

In the opposite limit �Lm���, the total thermal resistance of the
metal layer can be approximated as Rmetal� 	Lm /kph. Note that the
phonon thermal conductivity rather than the total thermal conduc-
tivity of the metal layer appears in the denominator. This shows
that net heat conduction across an ultra-thin metal layer is medi-
ated by phonons and not by electrons. This limiting behavior is
consistent with the predicted temperature profiles shown in Fig. 4.

The present model is purely classical and does not take into
account the quantum nature of electron transport. For electrons
whose quantum wavelength is comparable to or larger than the
thickness of a metal layer, the standing matter waves established
across the layer may prevent any energy transport by electrons.
This is consistent with the final result of the continuum model, but
we caution the reader that the nature of electron-phonon coupling
may not be rigorously captured in the two-fluid model in this
limit.

The impact of the spatial electron-phonon nonequilibrium is
most pronounced for noble metals, Au in particular, that have
small electron-phonon coupling constants. Figure 5 shows the pre-
dicted Rmetal� for metal films as a function of thickness using ma-
terial parameters comparable to those of Au �11�. Studies of nano-
particles have shown that the electron-phonon coupling constant
of Au does not exhibit significant size dependence. Since � /kph is
very large for Au, the two limiting behaviors of the thermal resis-
tance discussed above can be readily recognized. At thickness

below 20 nm, the thermal resistance increases rapidly with in-
creasing thickness. In contrast, at thickness above 20 nm, the ther-
mal resistance remains relatively constant. The conventional con-
tinuum heat conduction model predicts negligible thermal
resistance for thin Au films.

Fig. 4 Predicted electron and phonon temperature profiles in
the metal layer for three cases with different values of Lm /�
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Thermal Resistance of Nanolaminates. The total thermal re-
sistance per thickness of nanolaminates, or the inverse of the ef-
fective thermal conductivity, can be defined as

1

kef f
=

Ld/kd + Rmetal� + RB�

Lm + Ld
�9�

where kd and Ld are the thermal conductivity and thickness of
each dielectric layer, respectively, and RB� is the intrinsic thermal
boundary resistance.

Direct and independent measurements of kph and G of nanos-
cale metal films are very challenging and have not been reported
in the literature. We examine instead whether the present model
can explain trends observed in the existing data on nanolaminates
of Ta/TaOx and W/AlOx �5,6� using a physically reasonable set
of parameters. From the fact that the Ta and W films in these
nanolaminates have electrical resistivities of approximately
100 
� cm, which is substantially higher than those of bulk met-
als, we anticipate that phonon scattering at defects and grain
boundaries would result in very small phonon thermal conductivi-
ties. Even in bulk crystalline samples of pure Cu and Pt, the lattice
conductivity is estimated to be only 5 W/m K at room tempera-
ture �17�, which is two orders of magnitude smaller than the elec-
tronic thermal conductivity.

Figure 6 shows the effective thermal conductivity of the
Ta/TaOx nanolaminates as a function of interface density, that is,
the number of interfaces per unit thickness. The dotted line in Fig.
6 corresponds to the prediction of Eq. �9� with the following pa-
rameters: kph=1 W/m K, RB� =2�10−9 m2 K/W, �=1 nm. While
this does not represent a unique set of parameters that can fit the
data, it illustrates that the present model can explain the data using
a physically reasonable set of model parameters. The TaOx layers
in the laminates were produced using natural oxidation and we
believe that difficulty in controlling the degree of Ta layer oxida-
tion is responsible for the scatter in the data rather than the pre-
cision uncertainty in the experiments.

Figure 7 shows the thermal resistance per unit thickness of the
W-AlOx nanolaminates �5� as a function of interface density. We
choose to plot the inverse of the effective thermal conductivity for
these nanolaminates to highlight the fact that, at high interface
densities, the data deviate substantially from the linear behavior
predicted by the conventional theory that does not take into ac-
count electron-phonon nonequilibrium. The interface resistance is
obtained from a fit to the data at small interface densities and
assumed to be constant. Because the extra thermal resistance RNE�

decreases with decreasing metal film thickness or increasing in-
terface density, the conventional model overpredicts the total ther-
mal resistance at high interface densities. The solid line in Fig. 7
corresponds to a fit obtained using Eq. �9� using a similar set of
parameters as the Ta/TaOx nanolaminates.

While the fit is encouraging, we must also point out that there
may be other physical mechanisms responsible for the observed
deviation from the linear behavior. Pinholes in the ultra-thin AlOx
layers, for example, can be filled with the metal, providing extra
conduction paths for electrons. The electrical resistance of ultra-
thin AlOx layers prepared using the nominally identical method,
however, suggested that such conduction through pinholes would
be negligible.

Another possibility is enhanced heat transfer between two metal
layers via near-field radiative coupling. There are currently no
experimentally confirmed quantitative model to predict energy
transport via near-field radiative coupling. A heuristic model pro-

Fig. 5 Predicted out-of-plane thermal resistance of Au films
sandwiched between two dielectric materials at room tempera-
ture. The dashed line is obtained using the present two-fluid
heat conduction model and the sold line using the conven-
tional heat conduction model.

Fig. 6 The effective thermal conductivity of Ta/TaOx nano-
laminates plotted as a function of interface density at room
temperature. The symbols are experimental data †6‡ and the
dotted line is the prediction of the present two-fluid model.

Fig. 7 The thermal resistance per unit thickness of W-AlOx
nanolaminates at room temperature. The symbols are experi-
mental data †5‡, the dotted line is the prediction of the conven-
tional continuum heat conduction model, and the solid line is
the prediction of the present two-fluid model. The nanolami-
nates were synthesized using the atomic layer deposition
„ALD… technique at two different temperatures or using the
magnetron sputtering technique „Magnetron… as described in
†5‡.
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posed by Xu et al. �18� predicts that the heat transfer rate would
increase in inverse proportion to the cubic power of spacing be-
tween the metals and then reach a plateau when the spacing be-
comes comparable to the mean-free path of electrons. Our recent
work �6�, however, showed that the thermal resistance of nanos-
cale AlOx films sandwiched between two metallic films increases
linearly with thickness and does not exhibit nonlinear dependence
expected for near-field radiative coupling.

The thermal interface resistances we extract from both sets of
the nanolaminate data are approximately 2�10−9 m2 K/W. The
present value is close to the prediction of the diffuse or acoustic
mismatch model, but is significantly smaller than most previously
reported values for interfaces between metal and amorphous di-
electric materials �1,19�. The interface resistance between SiOx
and Cr or Al thin films at room temperature, for example, was
reported in some studies to be almost an order of magnitude larger
�20,21�.

It has been suggested that the presence of defects or contami-
nation layers led to significant extrinsic thermal resistance, and
large variations in the thermal resistance were reported even for
comparable interfaces �20–24�. The nanolaminates we considered
here were all synthesized in a controlled vacuum environment and
much less likely to be affected by contaminations.

We should also point out significant challenges involved in ac-
curate determination of the thermal interface resistance. Many
previous studies estimated the thermal interface resistance by
measuring the thermal resistance of dielectric films as a function
of thickness and extrapolating the data to zero film thickness, as
shown in Fig. 8. For films that are tens of nanometers thick, the
interface resistance accounts for only a small fraction of the total
resistance. Very precise measurements are therefore needed to ex-
tract the interface resistance. Uncertainties resulting from parasitic
thermal resistance within samples, including that of the substrate,
can also be appreciable. Our analysis of the previously reported
thermal conductivity data of SiOx �24�, for example, yielded a
negative value for the thermal interface resistance. We believe that
such an anomalous result is due to experimental bias errors rather
than a real physical phenomenon.

Summary and Conclusions
The present manuscript reports a study of heat transport across

metal-dielectric interfaces in micro- and nanoscale devices and
structures of practical interest. Heat conduction in Josephson junc-
tions is analyzed to illustrate the significance of thermal interface
engineering in the thermal management of superconducting elec-

tronics. Minimizing the number of interfaces plays an important
role in improving the critical power of SNS junctions. Experimen-
tal data also show that the diffuse mismatch model allows accu-
rate quantitative prediction of the rate of heat transfer across in-
terfaces in Josephson junctions at cryogenic temperatures.

The effective thermal conductivity of nanolaminates is analyzed
to gain further insight into heat conduction across interfaces near
room temperature. A theoretical model is presented to elucidate
the effect of the close proximity of interfaces and electron-phonon
nonequilibrium on heat conduction across metal-dielectric inter-
faces. The thermal interface resistance values extracted from
Ta/TaOx and W/AlOx nanolaminates are significantly smaller
than previously reported values for comparable metal-dielectric
interfaces. The previous data may have been affected by the pres-
ence of contaminations layers or significant experimental uncer-
tainties. The present results suggest that the diffuse mismatch
model provides reasonable estimates of the thermal interface re-
sistance even at elevated temperatures when these extrinsic effects
are taken into account.

The present work does not explicitly consider any quantum
mechanical effects, including coherent superposition of lattice
waves reflected or transmitted by adjacent interfaces. While this
might be reasonable for amorphous or highly defective thin films,
more rigorous studies are needed to further elucidate quantum and
ballistic effects not considered in the present work.

Nomenclature
c � phonon velocity, m/s

G � electron-phonon coupling constant, W/m3 K
k � thermal conductivity, W/m K

kB � Boltzmann constant, J/K
L � thickness of a layer, m
N � phonon distribution function, m−3 s
q� � heat flux, W/m2

r � radial coordinate, m
T � temperature, K
z � coordinate axis along nanolaminates, m
� � phonon transmission probability
� � electron-phonon coupling length, m
h � Planck’s constant, J s
� � phonon frequency, rad/s
� � ballistic energy transport coefficient, W/m2 K4

Subscripts
d � quantities pertaining to dielectric layers
e � quantities pertaining to electrons

m � quantities pertaining to metal layers
ph � quantities pertaining to phonons
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This study analyzes single burst ablation of dielectrics by a femtosecond pulse train that
consists of one or multiple pulses. It is found that (1) there exist constant-ablation-depth
zones with respect to fluence for one or multiple pulses per train and (2) for the same
total fluence per train, although the ablation depth decreases in multiple pulses as com-
pared to that of a single pulse, the depth of the constant-ablation-depth zone decreases.
In other words, repeatable structures at the desired smaller nanoscales can be achieved
in dielectrics by using the femtosecond pulse train technology, even when the laser
fluence is subject to fluctuations. The predicted trends are in agreement with published
experimental data. �DOI: 10.1115/1.2241979�

Keywords: femtosecond laser, pulse train, quantum mechanics, nanostructure,
dielectrics

1 Introduction

An ultrashort ��10 ps� laser pulse can fully ionize almost any
solid material and greatly reduce recast, microcracks, and heat-
affected zone. Hence, ultrashort lasers are very promising for the
micro-/nano-fabrication of all types of materials, especially di-
electrics �1–9�. Recent developments of nonlinear optical devices
make it possible to obtain almost any arbitrary pulse shapes.
Many studies have been reported regarding pulse shaping and its
effects on laser-material interactions. For example, by using
shaped pulse trains, �1� the ionization process can be controlled
�10�; �2� atoms can be selectively ionized �11�; �3� the molecular
ground-state rotational dynamics can be manipulated �12�; �4�
chemical reactions can be controlled �13�; and �5� the x-ray line
emission from plasmas under a femtosecond pulse can be signifi-
cantly enhanced �14�.

These aforementioned abilities of shaped pulse-trains are useful
to control and improve micro-/nano-scale processing of dielectrics
�3,15,16� and semiconductors �17,18�. Chowdhury et al. �3� con-
ducted pump-probe experiments on femtosecond double-pulse ab-
lation of fused silica through investigating the plasma dynamics at
various pulse separation times �3�. Stoian et al. �16� demonstrated
an improvement in the quality of femtosecond laser microstruc-
turing of dielectrics by using temporally shaped pulse trains �15�.
Stoian et al. �15� further presented the implementation of a self-
learning loop on temporal shaping, which again illustrated that
under certain excitation conditions, the material response can be
guided �16�. The same group showed that this technology is also
effective in laser silicon processing and suitable to generate con-
trollable ion beams �17�. Similar work was reported by Choi et al.
�18� as well.

Although some explanations were given for possible reasons
leading to better ablation quality by pulse train technology, there
is no theoretical analysis to directly support the results. As there
are many process parameters, such as the pulse profile, pulse sepa-
ration, number of pulses per train, and fluences, it is very difficult
to optimize the process to achieve the best possible ablation qual-
ity without a fundamental understanding of the ablation mecha-
nisms.

This study employs the plasma model recently developed by

the authors �7–9� to investigate the pulse-train technology, in
which quantum theories are employed to calculate the time and
space dependent optical and thermal properties, including the
electron heat capacity, electron relaxation time, electron conduc-
tivity, reflectivity, and absorption coefficient. This paper calculates
the ablation of fused silica by a single pulse and pulse-trains con-
sisting of multiple pulses. It is shown that there exist constant-
ablation-depth zones with respect to fluence in the femtosecond
pulse-train technology by which repeatable nanostructures can be
obtained, even when the laser system is subject to fluctuations in
fluence.

2 Theory

2.1 Assumptions. Energy transport in the ultrashort laser ab-
lation process can be divided into two stages: �1� the photon en-
ergy absorption, mainly through free electron generation and heat-
ing, and �2� the redistribution of the absorbed energy to the lattice
leading to material removal �4,9�. This stage separation is based
on the assumption that free electron generation and heating are
completed in such a short time that the lattice temperature remains
unchanged within the duration of a femtosecond laser pulse
��120 fs�. The present study is concerned with the first stage of
the energy transport, while the lattice temperature remains un-
changed in the subpicosecond time regime �7,8�.

Building-up of free electrons is necessary to initiate the laser
ablation process of dielectrics. It is widely assumed that the abla-
tion starts when the free electron density reaches the critical den-
sity �1,6–8,19–22�. For femtosecond lasers, the critical density is
selected as the free electron density at which the plasma oscilla-
tion frequency is equal to the laser frequency. Once the critical
density is created, the originally transparent or semitransparent
material becomes opaque, and a large percentage of the absorbed
laser energy is deposited in a thin surface layer �tens to thousands
of nanometers� within the femtosecond pulse duration �4,20,21�.
This leads to the ablation of the thin layer, which starts a few to
tens of picoseconds later �4,20–23�. Hence, laser threshold fluence
can be considered as the minimal fluence that just creates the
critical density �1,6–8,19–22�. Since the free electrons in the thin
ablation layer are excited up to tens of electron volts, the Coulomb
explosion, electrostatic ablation, or nonequilibrium thermal abla-
tion, instead of melting, dominate after the ionization process
�4,5,21�. Thus, under the irradiation of a femtosecond pulse or
femtosecond pulse train with subpicosecond-or-shorter pulse

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received December 21, 2005; final manuscript
received May 2, 2006. Review conducted by Costas Grigoropoulos.

926 / Vol. 128, SEPTEMBER 2006 Copyright © 2006 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



separation time, hydrodynamic �liquid phase� motion of a dielec-
tric is generally negligible. As a result, comparing with long
��10 ps� pulses or pulse trains �including the pulse separation
time�, melting and recast are greatly reduced and negligible.

This paper investigates a single burst ablation of dielectrics by
a femtosecond pulse train with subpicosecond pulse separation, in
which a ”burst” means the laser irradiation of the whole pulse
train may consist of one or multiple pulses. Our calculations are
within the single burst irradiation in the subpicosecond time scale
before the change of lattice temperature actually happens. In the
limit of negligible recast, ablation depth can be considered to be
the maximum depth at which the free electron density is equal to
the critical density in a given processing window �7,8,19,20�.
Similarly, the ablation crater shape corresponds to the ionized re-
gion at which the free electron density is greater than or equal to
the critical density �7,8,19,20�.

2.2 Free Electron Generation: Ionization. The following
expression derived from the Fokker-Planck equation is used to
calculate the free electron generation �1,6,8,19,20�, in which the
electron decay term is also considered �1�:

�ne�t,r,z�
�t

= aiI�t,r,z�ne�t,r,z� + �N�I�t,r,z��N −
ne�t,r,z�

�
�1�

where t is the time; r is the distance to the Gaussian beam axis; z
is the depth from the surface of the bulk material; � is the decay
time constant; ne�t ,r ,z� is the free electron density; ai is the ava-
lanche ionization constant; I�t ,r ,z� is the laser intensity inside the
bulk material; and �N is the cross section of N-photon absorption.
Based on experimental measurements of the threshold fluences at
the wavelength of 780 nm for fused silica, ai=4±0.6 cm2/J, �6
=6�108±0.9 cm−3 ps−1�cm2/TW�6 �2�, and �=60 fs �1�.

Since the model calculates the electron density distribution
within hundreds of femtoseconds, this study ignores electron-
lattice energy exchange that is on the order of picoseconds �19�.
This assumption was well justified in Refs. �19,20� by experi-
ments and comparison simulations. Also, our related work �24�
shows that, for free electron generation in dielectrics, the contri-
bution of electron-phonon interaction is at least two orders of
magnitudes smaller than the contribution of ionizations within a
femtosecond pulse duration, tp. Further, the contribution of elec-
tron energy diffusion and the electron distribution change because
of the Joule heating are, respectively, two and four orders of mag-
nitudes smaller than the contribution of ionization within tp �24�.
Hence, the electron diffusion is also neglected in our model.

2.3 Laser-Plasma Interaction: Optical Properties. The
original laser beam before it interacts with the material is assumed
to be a Gaussian distribution in time and space. It is assumed that
the laser focus point is at the material surface, z=0. Considering
time and space dependent optical properties, the laser intensities
inside the bulk materials are expressed as �7,8�

I�t,r,z� =
2F

��/ln 2tp

�1 − R�t,r��

� exp�−
r2

r0
2 − �4 ln 2�� t

tp
�2

−	
0

z

��t,r,z�dz� �2�

where F is the laser fluence; tp is the pulse duration; R�t ,r� is the
reflectivity; r0 is the radius of the laser beam that is defined as the
distance from the center at which the intensity drops to 1/e2 of the
maximum intensity; and ��t ,r ,z� is the absorption coefficient.

The laser intensity distribution inside the material can be deter-
mined if the time and space dependent reflectivity and absorption
coefficient are obtained. The optical properties of the highly ion-
ized dielectrics under a femtosecond pulse can be well determined
by plasma properties �2�. In this study, the Drude model for the
plasma in the metals and doped semiconductors is used to deter-

mine the optical properties of the ionized dielectrics. The spatial
and temporal dependent dielectric function of the plasma is ex-
pressed as �25�

��t,r,z� = 1 + �ne�t,r,z�e2

me�0
��− �e

2�t,r,z� + i�e�t,r,z�/	
1 + 	2�e

2�t,r,z�
� �3�

where e is the electron charge; me is the mass of electron; �0 is the
electrical permittivity of free space; �e�t ,r ,z� is the free electron
relaxation time; and 	 is the laser frequency. The plasma fre-
quency is defined by �26�

	p�ne� =�ne�t,r,z�e2

me�0
�4�

At the critical electron density, ncr, the plasma frequency is
equal to the laser frequency. Hence,

ncr =
4�2c2me�0


2e2 �5�

where c is the scalar speed of light in vacuum and 
 is the wave-
length of the laser. The complex dielectric function can be split
into the real and imaginary components as follows

��t,r,z� = �1�t,r,z� + i�2�t,r,z� = �1 −
	p

2�ne��e
2�t,r,z�

1 + 	2�e
2�t,r,z�

�
+ i� 	p

2�ne��e�t,r,z�
	�1 + 	2�e

2�t,r,z��� �6�

The relationship between the complex refractive index, f, and
the complex dielectric function is given by

�c/v� = f = �f1 + if2� = �� = ��1 + i�2 �7�

where c is the velocity of light in vacuum; v is the velocity of
light in the material; f1 is the normal refractive index; and f2 is the
extinction coefficient. Thus, the f1 and f2 functions are

f1�t,r,z� =��1�t,r,z� + ��1
2�t,r,z� + �2

2�t,r,z�
2

�8�

f2�t,r,z� =�− �1�t,r,z� + ��1
2�t,r,z� + �2

2�t,r,z�
2

The reflectivity of the ionized material is determined by the
following Fresnel expression at the surface

R�t,r� =
�f1�t,r,0� − 1�2 + f2

2�t,r,0�
�f1�t,r,0� + 1�2 + f2

2�t,r,0�
�9�

The absorption coefficient of laser intensity by the plasma via
the free electron heating is calculated by

�h�t,r,z� =
2	f2�t,r,z�

c
�10�

Note that Eq. �10� represents only a part of the laser energy that
is absorbed via free electron heating, and there is another part of
absorption that is via ionization. The total absorption coefficient,
�, accounting for both the free electron heating absorption and the
absorption through avalanche ionization and multiphoton ioniza-
tion is �7�

��t,r,z� = �aine�t,r,z� + �N�I�t,r,z��N−1� � �
��t,r,z�� + UI�
�11�

where 
��t ,r ,z�� is the average kinetic energy of free electrons
and UI is the band gap of materials. For fused silica, UI=9 eV.
Note � in Eq. �11� is used in Eq. �2� in Sec. 2.3 for various pulse
absorption mechanisms including free electron heating and gen-
eration �ionizations�, while �h in Eq. �10� is used for free electron
heating which is explained in Sec. 2.4.
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2.4 Free Electron Heating: Electron Relaxation Time. The
free electron relaxation time in Eq. �3� is calculated by the follow-
ing quantum estimation derived from the Boltzmann transport
equation �27�

�e�t,r,z� =
1

�ei
=

3�me�kBT�t,r,z��3/2

2�2��Z*�2ne�t,r,z�e4 ln �

� �1 + exp�− �ne,T�/kBT�t,r,z���F1/2 �12�

ln � =
1

2
ln�1 + �bmax

bmin
�2� �13�

where T is the electron temperature, kB is the Boltzmann’s con-
stant, Z* is the ionization state;  is chemical potential; F1/2 is the
Fermi integral. The maximum �bmax� and minimum �bmin� colli-
sion parameters are given by �28�

bmax =
�kBT/me�1/2

max�	,	p�
; bmin = max�Z*e2

kBT
,

h

2��mekBT�1/2� �14�

where h is the Planck constant.
However, at the very beginning of laser ablation, the electron

kinetic energy is relatively low, and contributions to the free elec-
tron relaxation time from electron-phonon collisions could be im-
portant. Hence, in this study when the electron kinetic energy is
lower than or comparable to the Fermi energy, the contributions of
both electron-phonon and electron-ion collisions are considered,
and the free electron relaxation time is determined by �28�

�e =
1

�e
=

1

�ei
+

1

�ep
�15�

where �ei is the electron-ion collision frequency and �ep is the
electron-phonon collision frequency determined by

1

�ep
= � M

me
�1/2 �

UIP

TD

Tl
�ne�t,r,z�

ncr
�1/3

�16�

where M is the atomic mass unit; �=h /2� is the reduced Planck
constant; UIP is the ionization potential that is 13.6 eV for fused
silica �25�; TD is the Debye temperature �290 K for fused silica�;
and Tl is the lattice temperature in K that is assumed to be a
constant �300 K, room temperature� during the laser pulse dura-
tion. Equation �16� is derived for the plasma with a time-
dependent electron density based on Refs. �21,27�.

For free electrons modeled as “particle in a box,” the chemical
potential can be calculated by �26�

�ne,T� = �F�ne� � �1 −
�2

12
� kBT�t,r,z�

�F�ne�
�2

+
�2

80
� kBT�t,r,z�

�F�ne�
�4

�17�

where the higher order terms are neglected and �F is the Fermi
energy that is determined by

�F�ne� = � �hc�2

8mec
2�� 3

�
�2/3

�ne�t,r,z��2/3 �18�

where c is the scalar speed of light in vacuum. And the electron
temperatures are determined by

ce�T,ne�ne�t,r,z�
�T�t,r,z�

�t
= �h�t,r,z�I�t,r,z� �19�

where ce is the specific heat of free electrons which can be deter-
mined by

ce�Te� = � �
��
�Te

�
V

�20�

The average kinetic energy, 
��, is determined by the Fermi-
Dirac distribution


�� =

�
k


nk��k

Ne
=

	
0

�
1

e��T���−�ne,T�� + 1
�����d�

	
0

�
1

e��T���−�ne,T�� + 1
����d�

�21�

where ��T�=1/kBT�t ,r ,z� and ���� is the density of states given
by

���� =
8�2�me

3/2

h3
�� �22�

It is assumed that a small volume of material is ablated if its
free electron density is equal to or above the critical electron
density. The aforementioned equations are solved by an iteration
method detailed in Ref. �8�.

3 Results and Discussion

3.1 Threshold Fluence, Ablation Depth, and Ablation
Shape. Figure 1 shows the threshold fluence and ablation depth as
a function of pulse duration for a pulse train consisting of one
pulse �a single pulse can also be considered as multipulses with
zero pulse separation� at the fluence of 5 J /cm2 and the wave-
length of 780 nm. It is seen that the predictions by the present
study are in agreement with the available experimental results at
different pulse durations �2�. The validation is not extended into a
pulse duration range where the nominal ablation fluence is close
to the threshold fluence �and hence the ablation depth is very
sensitive to fluence fluctuations�. On the other hand, our predic-
tions of the ablation depth and threshold fluence for barium alu-
minum borosilicate �BBS� in the pulse duration range 40–800 fs
are consistent with experimental data. However, due to the page
limitation, the results of BBS are not included in this paper.

In our simulations, a train may consist of single or multiple
pulses and all have the pulse duration of 50 fs and the wavelength
of 780 nm. The pulses within a train have the same fluence. For a
train consisting of one pulse, the ablation threshold fluence is
found to be 3.3 J /cm2. For double pulses per train, the ablation
thresholds are found to be 1.8, 1.9, and 2.3 J /cm2 per pulse, i.e.,
3.6, 3.8, and 4.6 J /cm2 per train, at the separation times of 50 fs,
100 fs, and 300 fs, respectively. The ablation shapes are shown in
Fig. 2, in which the single pulse at 5 J /cm2 is also considered as

Fig. 1 The theoretical and experimental threshold fluences
and ablation depths as a function of pulse duration by a single
pulse at the fluence of 5 J/cm2 and the wavelength of 780 nm
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a train consisting of double pulses at 2.5 J /cm2 per pulse with
zero pulse separation. At the total fluence of 5 J /cm2 and the
beam spot size of 100 m, by using the train consisting of double
pulses, the ablation depths are 184, 102, 84, and 56 nm, at the
pulse separations of 0, 50, 100, and 300 fs, respectively. The ab-
lation depth decreases with the increases of pulse delay, which
was also experimentally observed �3�. The corresponding ablation
crater diameters for these four cases are 66, 56, 52, and 30 m,
respectively, using the laser beam with a spot size of 100 m.

It is shown that at the same total fluence, the use of double
pulses can obtain smaller structures, which also implies lower
throughput as compared to the case of single pulse, which was
also observed in experiments �3�. This is because of the lower free
electron density as compared to single pulse per train at the same
fluence. Specifically, the highest electron density decreases: 3.3
�1021, 2.7�1021, 2.6�1021, and 2.2�1021 cm−3 corresponding
to the increases of pulse separation: 0, 50, 100, and 300 fs, respec-
tively. This is due to: �1� the free electrons generated by multi-
photon ionization are proportional to I6 for fused silica at the laser
wavelength of 780 nm; �2� the electron decay term in Eq. �1�
becomes more significant as the pulse separation time increases;
and �3� the surface-generated plasma by the previous pulse�s� in-
terferes with the subsequent pulse�s�.

3.2 Transient Localized Free Electron Distribution. The re-
sults in Sec. 3.1 demonstrate that it is possible to manipulate tran-
sient free electron density distributions inside the dielectrics by
shaping pulse train to achieve better ablation quality. The manipu-
lability of energy distribution by the pulse train technology makes
it possible to control the transient �femtosecond time scale�, local-
ized �nanometer length scale� significantly varying free electron
densities of the irradiation area which in turn determines the op-
tical and thermal properties. This is an important reason leading to
the advantages of the pulse train technique. As an example, Fig. 3
demonstrates the transient localized properties under a double-
pulse burst with the fluence of 2.5 J /cm2 per pulse and the pulse
separation of 100 fs. The calculation starts at the 2tp, where tp is
the pulse duration �i.e., 50 fs�, before the peak of the first pulse in
a train.

The laser intensity distribution at r=0 is shown in Fig. 3�a�.
Under this double-pulse train, the free electron generation is
dominated by the first pulse only until 150 fs at which the free
electron density reaches about 1.3�1020 cm−3 as shown in Fig.
3�b�. In contrast, the peak free electron density is 2.4
�1021 cm−3, which is about 18 times greater than the contribution

of the first pulse alone. This is mainly due to the enhancement of
avalanche ionization process at a higher free electron density
�6–8,19,20�, i.e., the building-up of free electrons by the first
pulse greatly enhances the free electron generation through ava-
lanche ionization during the second pulse. It is possible to achieve
the desired electron dynamics �hence optical and thermal proper-
ties� by carefully adjusting the pulse train parameters, such as the
pulse separation, number of pulses, and pulse fluence distribution,
and among which the pulse separation time is convenient to
change.

3.3 Pulse Separation Time. The effect of the pulse separa-
tion can be visualized through comparisons of the laser intensity
distributions as shown in Fig. 4, in which the dashed line repre-
sents the original laser energy at r=0 before it interacts with the
materials and the solid line represents the laser energy transmitted
into the material at r=0. After the free electron density becomes
comparable to the critical density, the original beam profile is
strongly shaped by the generated plasma which can be quantified
by the transient reflectivity as shown in Fig. 5�a�. At r=0, the
peak reflectivity is 0.95, 0.94, 0.93, and 0.84 for the pulse sepa-
rations of 0, 50, 100, and 300 fs, respectively, due to lower free

Fig. 2 Ablation crater shapes by pulse trains consisting of
double pulses with the total fluence of 5 J/cm2

Fig. 3 „a… Laser intensity distribution and „b… electron density
at r=0, z=1 nm for double-pulse train with the total fluence of
5 J/cm2 and pulse separation of 100 fs
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electron density at a longer pulse separation. In contrast, the re-
flectivity of bulk fused silica is almost zero at the room tempera-
ture and the wavelength of 780 nm. Figure 5�b� shows the overall
reflectivity integrated for the time period during the pulse irradia-

tions. The overall reflectivity significantly decreases as the pulse
separation increases. The highest overall reflectivity integrated for
the time period during the pulse irradiations is 0.34, 0.29, 0.26,
and 0.08 at the separations of 0, 50, 100, and 300 fs, respectively.

Fig. 5 The reflectivity at r=0 at different pulse separation times: „a… transient reflectivity and
„b… integrated reflectivity

Fig. 4 Center „r=0… laser intensity distributions: „a… single pulse per train at 5 J/cm2 per pulse
„also considered as 2 pulses at 2.5 J/cm2 with 0 pulse separation…; „b… 2 pulses per train at
2.5 J/cm2 per pulse „pulse separation is 50 fs…; „c… 2 pulses per train at 2.5 J/cm2 per pulse
„pulse separation is 100 fs…; „d… 2 pulses per train at 2.5 J/cm2 per pulse „pulse separation is
300 fs…
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3.4 Fluence. The ablation depth strongly depends on the flu-
ence. For comparison purpose, the fluences in Fig. 6 are in terms
of total fluence per train instead of per pulse. As shown in Fig. 6,
there are constant-ablation-depth zones with respect to fluences,
which are due to the fact that the overall reflectivity and absorp-
tion coefficient significantly increase with the increase of fluences
�6–8,19,20�. If there exists a constant-ablation-depth zone with
respect to fluences, in similar conditions, a flat-bottom crater
would be formed under a Gaussian beam, which has been experi-
mentally observed �3,29,30�. Also, a constant-ablation-depth zone
with respect to fluences has been directly demonstrated in experi-
ments �31,32�. Note a constant-ablation-depth zone with respect to
fluences exists only in a limited fluence range, and the ablation
depth may significantly increase if the fluence continues to in-
crease �32,33�.

A constant-ablation-depth zone with respect to fluences can be
used to improve the repeatability in laser nano-/micro-
fabrications. Laser pulse fluence is subject to fluctuations, which
may lead to significant variations in ablation depth especially at
fluences slightly above the ablation threshold. Hence, for the case
of single pulse per train, it is difficult to control the accuracy for
ablation depth below 200 nm as shown in Fig. 6. For example, the
ablation depth at 4±0.5 J /cm2 by a single pulse per train would
vary in the range of 47–157 nm. Hence, a slight variation in flu-
ence will result in a large difference in ablation depth. This ex-
plains the poor repeatability in the femtosecond ablation of nano-
structures using fluences slightly above the ablation threshold
�34�. On the other hand, the ablation depth at 6.5±0.5 J /cm2 is
quite stable and is around 200 nm, which is the theoretical limit of
repeatable accuracy by the femtosecond single pulse per train for
the process window employed in the present study. In contrast,
using double pulses per train with the pulse separation time of
300 fs, the ablation depth can be accurately controlled to around
85 nm at 6.5±0.5 J /cm2, which provides a potential method to
achieve repeatable nanostructures. Similarly, using triple pulses
per train with the pulse separation time of 200 fs, the ablation
depth can be controlled to around 49 nm at 6.5±0.5 J /cm2.
Hence, by using the constant-ablation-depth zones with respect to
fluences, repeatable nanostructures at the desired dimension can
be obtained, even when the laser system is subject to fluctuations
in fluences.

The existence of a constant-ablation-depth zone is caused
mainly by the changes of optical properties. As shown in Fig. 7,
under the double pulses with separation time of 300 fs, at r=0,
and t=425 fs �the end of the second pulse�, the absorption coef-
ficients in the surface layer �numerically 1 nm� at the total fluence
per train of 4, 5, and 7.5 J /cm2 are, respectively, 1.6�103, 5.6
�104, and 1.2�105 /cm, and the corresponding overall inte-
grated reflectivity are 0.01, 0.08, and 0.4, respectively. Hence, as
the total fluence increases, the percentage of the reflected energy
increases, and the percentage of the absorbed laser energy depos-
ited in a given thin surface layer also increases. The increase of
both the overall reflectivity and the absorption coefficient tend to
decrease and attenuate the laser intensity in the material and, as a
result, decrease the ablation depth. Hence, roughly speaking, there
exists a certain fluence range during which the “negative” effect
on ablation depth due to the increases of reflectivity and absorp-
tion coefficient “offsets” the increase of the fluence, resulting in a
constant-ablation-depth zone. The constant-ablation-depth zone of
a pulse train is lower than that of a single pulse per train, as shown
in Fig. 7, because for the same total fluence the ablation depth is
lowered by a pulse train with multiple pulses.

4 Conclusions
This study employs the validated plasma model with quantum

treatments to investigate the pulse-train ablation of dielectrics.
The following major conclusions are made from the simulation
results:

• The previous pulse has significant effects on the thermal
and optical properties for the subsequent pulse within the
same train. At the same total fluence, the overall reflec-
tivity significantly decreases as the pulse separation in-
creases.

• The pulse-train technology can obtain smaller structures,
although its throughput is relatively low as compared to
the case of single pulse at the same total fluence.

• By using constant-ablation-depth zones with respect to
fluences in the femtosecond pulse-train technology, re-
peatable nanostructures at the desired dimension can be
obtained, even when the laser system is subject to fluc-
tuations in laser fluences. However, a constant- ablation-
depth zone with respect to fluences exists only in a lim-
ited fluence range.

• The predicted trends are in agreement with published
experimental observations.

Fig. 6 The ablation depth as a function of total fluence per
train; the separation time between pulses for double pulses is
300 fs and for triple pulses is 200 fs

Fig. 7 Surface center integrated reflectivity and absorption
coefficient at t=425 fs „the end of the second pulse… under the
double-pulse train with separation time of 300 fs
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Nomenclature
ai � avalanche ionization constant

bmax � maximum collision parameter, Eq. �14�
bmin � minimum collision parameter, Eq. �14�

c � scalar speed of light in vacuum
c � vector velocity of light in vacuum

ce � average specific heat per electron
e � electron charge
f � complex refractive index

f1 � normal refractive index
f2 � extinction coefficient
F � laser fluence
h � Planck constant
� � reduced Planck constant
I � laser intensity

kB � Boltzmann’s constant
me � nonrelativistic mass of electron
M � atomic mass unit
ncr � critical free electron density
ne � free electron density


nk� � average number of electrons in energy state
N � number of photons required in multiphoton

ionization
Ne � total number of free electrons

r � distance to the Gaussian beam axis
r0 � radius of laser beam
R � reflectivity
t � time

tp � pulse duration
T � free electron temperature

TD � Debye temperature
TF � Fermi temperature
Tl � lattice temperature
UI � band gap energy

UIP � ionization potential
v � velocity of light in material
z � depth from surface in bulk material

Z* � charge state of ions

Greek symbols
� � absorption coefficient of free electrons

�h � absorption coefficient via electron heating
���� � the density of states in Eq. �22�

�N � cross section of N-photon ionization
�F � Fermi energy
�k � energy state


�� � average electron kinetic energy
� � complex dielectric function

�0 � electrical permittivity of free space
�1 � real component of dielectric function
�2 � imaginary component of dielectric function

 � laser wavelength

ln � � Coulomb logarithm, Eq. �13�
 � chemical potential
�e � electron collision frequency
�ei � electron-ion collision frequency
�ep � electron-phonon collision frequency

	 � laser frequency
	p � plasma frequency

� � electron decay time constant in Eq. �1�
�e � free electron relaxation time
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The Thickness of the Liquid
Microlayer Between a
Cap-Shaped Sliding Bubble and a
Heated Wall: Experimental
Measurements
A laser-based method has been developed to measure the thickness of the liquid micro-
layer between a cap-shaped sliding bubble and an inclined heated wall. Sliding vapor
bubbles are known to create high heat transfer coefficients along the surfaces against
which they slide. The details of this process remain unclear and depend on the evolution
of the microlayer that forms between the bubble and the surface. Past experiments have
used heat transfer measurements on uniform-heat-generation surfaces to infer the micro-
layer thickness through an energy balance. These studies have produced measurements of
20–100 µm for refrigerants and for water, but they have yet to be confirmed by a direct
measurement that does not depend on a first-law closure. The results presented here are
direct measurements of the microlayer thickness made from a reflectance-based fiber-
optic laser probe. Details of the construction and calibration of the probe are presented.
Data for saturated FC-87 and a uniform-temperature surface inclined at 2 deg to 15 deg
from the horizontal are reported. Millimeter-sized spherical bubbles of FC-87 vapor were
injected near the lower end of a uniformly heated aluminum plate. The laser probe
yielded microlayer thicknesses of 22–55 µm for cap-shaped bubbles. Bubble Reynolds
numbers range from 600 to 4800, Froude numbers from 0.9 to 1.7, and Weber numbers
from 2.6 to 47. The microlayer thickness above cap-shaped bubbles was correlated to a
function of inclination angle and a bubble shape factor. The successful correlation sug-
gests that this data set can be used to validate the results of detailed models of the
microlayer dynamics. �DOI: 10.1115/1.2241858�

Introduction
Boiling heat transfer occurs in a wide variety of engineering

applications including energy conversion systems, manufacturing
processes, and cooling of advanced electronic systems. Nucleate
boiling provides an attractive means of cooling temperature-
sensitive, high heat-flux devices because it can sustain a large heat
flux over a small and relatively stable temperature difference.
Modern developments in high-density computer chips and com-
pact heat exchangers are requiring reliable predictions of the ini-
tiation of boiling and of the heat transfer rate that follows for a
variety of surfaces and convective fields. Assuring that a surface
designed to operate in boiling is in fact doing so is of extreme
importance. For example, it is well known that boiling can be
delayed on heat-flux-controlled surfaces so that damaging over-
shoots in surface temperature can occur. In addition to eliminating
temperature overshoot, there is also a need for flows that combine
single-phase convection and boiling so that heat transfer is en-
hanced beyond the rates that occur in boiling alone.

There are many convective situations where bubbles that have
been formed at one place in a device will, after detachment, move
along adjacent surfaces. This motion history has become known
as the sliding bubble phenomenon. There is evidence that sliding
bubbles can dramatically increase the local heat transfer rate from
the surface on which they slide. One of the first devices in which
sliding bubbles has been observed to enhance heat transfer is a
shell-and-tube heat exchanger that experiences boiling over some

or all of its tubes. Cornwell �1� produced a surprising result during
a study of a tube bank. With all the tubes at the same heat flux, the
upstream tubes were in nucleate flow-boiling while the down-
stream tubes experienced no boiling at all. Clearly the heat trans-
fer coefficient on the downstream tubes had to be high enough to
hold the surface temperature below that required for the onset of
boiling—while supporting a heat flux that should have resulted in
boiling. Cornwell postulated that the heat transfer coefficient on
the downstream tubes resulted from heat transfer into bubbles that
nucleate on the upstream tubes and slide around the walls of the
downstream tubes. Furthermore, at higher heat flux levels, boiling
initiated on the downstream tubes with no reported temperature
overshoot. This observation implies that for higher fluxes, the
downstream heat transfer coefficients are so high that little change
is experienced once boiling initiates. Recent work has shown that
the importance of the sliding-bubble phenomenon extends beyond
the external-flow surfaces of heat exchangers and surfaces that
experience pool boiling. For example, Thorncroft and Klausner
�2� discussed sliding bubbles in the context of convective boiling
inside tubes—a common industrial application that is not com-
monly associated with this mechanism.

A sliding bubble can induce at least three significant mecha-
nisms that enhance heat transfer. Because the bubble displaces
liquid and acts similar to a bluff body moving through the liquid,
a local enhancement in convection around the bubble can occur.
Also, it has been known for decades �Cooper and Lloyd �3� and
Koffman and Plesset �4�� that sliding bubbles can create a thin
liquid microlayer between the bubble and the surface on which it
slides. As the bubble slides, the microlayer evaporates and is re-
plenished by liquid trapped under the upstream edge of the
bubble. This is much the same mechanism that occurs as bubbles
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are nucleated and grow outward from a nucleation site. Finally,
the bubble induces substantial mixing in its wake, and there is an
attendant, and sustained, increase in surface heat flux behind the
bubble.

Cornwell and co-workers �5–7� have examined the fluid dy-
namics of sliding bubbles and the accompanying heat transfer
implications. They also investigated the velocity of bubbles as
they rise under an inclined plate and the film thickness that sepa-
rates the bubble from the surface. Kenning and co-workers �8,9�
have also undertaken studies that seek to explain the enhancement
mechanisms of sliding bubbles. Kenning was the first to apply
liquid crystal thermography to the measurement of surface tem-
perature fields that develop around sliding bubbles. Kenning et al.
�10� mapped the surface temperature imprint from a bubble slid-
ing through saturated water using liquid crystals. Because the liq-
uid was saturated, the amount of heat transferred to the bubble
could be estimated from the observed volume increase of the
bubble. They were unable to determine the effect of the bubble
wake on the overall enhancement of heat transfer from the sur-
face.

Qui and Dhir �11� studied flow patterns and heat transfer for
PF-5050 bubbles moving under a polished silicon surface inclined
from 5 to 75 deg from horizontal. They found that bubbles change
shape from near spherical to ellipsoidal as they grow during mo-
tion under the surface. They also performed flow visualization
studies of the flow patterns around the bubble. Their results
clearly show the formation and shedding of vortices behind the
bubble that can contribute to enhancement of heat transfer during
bubble passage. Their results also indicate that the bubble slides
on a very thin liquid layer formed by the wedging action of the
bubble as it encounters liquid. Film thicknesses were not mea-
sured directly.

Addlesee and Kew �12� produced a model of the microlayer
dynamics by constructing an analogy to a falling liquid film on an
inclined surface. They began with a boundary layer model for the
induced flow near the solid surface produced by the passage of a
hemispherical bubble. They assumed that the entire volumetric
flow inside this boundary layer was introduced into the micro-
layer, and they constructed and solved a momentum integral de-
scription for the flow within the microlayer. Their model produces
microlayer thicknesses that are several times those measured both
in this laboratory for FC-87, and by Kenning et al. �10� for water.
However, the Addlesee and Kew model gives results that are con-

sistent with experiments if only some fraction of the volumetric
flow in the upstream boundary layer is admitted to the microlayer.
The a priori identification of this fraction remains an open ques-
tion.

Nishikawa et al. �13� measured film thicknesses for air bubbles
in water rising under an inclined heated surface using a resistance
probe mounted in the surface. They used bubble volumes of 2, 4,
and 8 cm3 and inclination angles of 5 deg, 15 deg, 30 deg, and
60 deg from horizontal for a downward- facing surface. They used
their experimental results as input for a theoretical model of low-
flux, isolated bubble nucleate boiling. They found that bubble size
has little influence on the thickness of the film separating the
bubble from the surface, a result that agrees well with our mea-
surements. They also found that film thickness increased with in-
creasing angle, a result that is at odds with our measurements.

In summary, the sliding bubble phenomenon is an ubiquitous,
yet poorly understood, mechanism in two-phase heat transfer. The
outstanding issues are: �1� the dynamics of the microlayer, our
ability to predict its thickness and the heat flux through it; �2� the
relative importance of the energy flow through the microlayer in
the context of bubble growth; and �3� the dynamics and surface
energy flux associated with the wake.

Work in the UH Boiling and Phase Change Laboratory by
Bayazit �14� and Figueroa �15� focused on measurements of the
surface temperature depression and heat transfer rate into the mi-
crolayer and bubble wake. Results of this work are published in
Bayazit et al. �16,17�. The real-time surface temperature distribu-
tions were measured using liquid crystal thermography and an
electrically heated test surface built from 50-�m-thick stainless
steel foil. The test fluid was FC-87, a perfluorocarbon fluid manu-
factured by the 3M Corporation. Figure 1 is a collage of images of
the same bubble from a typical run along with the timing of the
images. Here, a small spherical bubble quickly grows and changes
into a cap-shaped bubble.

A contour plot of the reduction in surface temperature, Tw,
caused by the passing of the bubble is shown in Fig. 2. The bubble
location was determined by a collocation procedure between the
bubble image as shown in Fig. 1 and the liquid crystal image of
the surface. Figure 2 represents a typical cap-shaped bubble—
between the second and third bubbles in Fig. 1. The maximum
temperature depression is 5 °C, approximately one-third of the
surface-to-bulk temperature difference typical of this location. The

Fig. 1 Image collage from Bayazit et al. „16,17…
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depression in Tw starts beneath the bubble due to heat transfer
through the microlayer and continues to form the triangular wake.
The depression does not extend to the transverse extremities, and
the lateral extremes of the wake are sharply defined. This obser-
vation may indicate that the bubble curves away from the wall
toward its transverse end such that an effective microlayer does
not form near the extremities.

A numerical model based on a first-law closure for the micro-
layer was developed by Bayazit using surface temperature data as
shown in Fig. 2. That model gives microlayer thicknesses near the
centerline of the bubble in the range 35 to 60 �m for cap-shaped
FC-87 bubbles developing on a uniform-heat-generation surface
inclined at 12 deg. These inferential results for microlayer thick-
ness are similar to those of Kenning et al. �10�, but they are no
substitute for a direct measurement of this controlling length scale
for the problem. To attempt such a direct measurement, perhaps
the first of its kind for this problem, our laboratory employed a
fiber-optic based laser reflectance method.

Fiber-optic techniques for the measurement of millimeter-thick
liquid films were first considered by Ohba et al. �18� for condi-
tions in which impedance �i.e., conductance and capacitance�
probes cannot be used. Such conditions include the use of dielec-
tric fluids, such as FC-87. Than et al. �19� reported the develop-
ment of a theoretical model that accounts for interfacial refraction
for probes using multiple fibers.

Experimental Apparatus and Procedure

Basic Facilities. Figure 3 shows the test chamber, a rectangular
aluminum enclosure with dimensions of 394 mm by 203 mm by
191 mm. Space is provided at the top to collect vapor created as
bubbles are introduced and grow as they slide under the plate. The
chamber can be rotated around a pivot which allows the test sur-
face to be positioned at different angles to the horizontal. The two

sidewalls and the bottom wall are equipped with tempered glass
windows for visualization and lighting of the chamber and test
surface. Openings are provided to allow injection of the vapor,
filling and draining of the system, suction and condensation of
collected vapor, thermocouples and pressure transducer
placement.

A 9.5-mm-thick 254 mm by 174 mm aluminum plate was used
as the test surface. The bottom surface was polished to inhibit
nucleation. Two thermofoil heaters �each 76.2 mm square� with an
integral 1 � RTD in the center were attached on the top of the
aluminum plate. The intended boundary condition for this high-
conductivity surface was a uniform temperature as measured from
the two RTDs. The four edges of the test surface were cooled to
prevent nucleation where the surface clamped to the enclosure.
Chilled water from an ice bath was circulated through copper
tubing embedded into the edge of the aluminum plate. The fiber
optic probe was mounted in a 1.7-mm-diam hole on the center of
the test plate.

The test fluid was Flourinert FC-87, manufactured by 3M. It
has a saturation temperature of 30 °C at atmospheric pressure.
Single vapor bubbles were generated from a syringe-needle sys-
tem located near the bottom of the test surface. The resulting
initial bubble diameter was about 1 mm. Time was allowed be-
tween bubble injections for the test surface to return to an undis-
turbed �natural convection� operating condition. Only solitary
bubbles �those where no additional bubbles formed or merged
with the injected bubble� were considered.

Imaging System. Digital images at 1000 frames/s were ac-
quired with an IDT X-Stream VISION XS-4 monochrome CMOS
camera fitted with a Navitar 7000 lens. Two 100 W bulbs pro-
vided light at the side view window and a 75 W bulb mounted at
the bottom view window provided light to the bubble in plan
view. Two mirrors were mounted on the test surface at a 45 deg
inclination to allow the camera to capture the side view and plan

Fig. 2 Contour plot of the change in Tw caused by the bubble: Tw„t=280 ms…−Tw„t=0 ms….
Bubble is moving from left to right. From Bayazit et al. „16,17….
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view images simultaneously. Figure 4 shows an example image
collage, in which images at different times are shown together, for
the test surface inclined at 15 deg. These image sequences allow
measurements of bubble speed, acceleration, and size, but they do
not resolve the microlayer itself. The images are the subject of a

companion paper, and are used in this paper only to provide the
dimensions of the bubbles when they pass the fiber optic probe
that measures the microlayer thickness.

Fiber Optic Probe System. A schematic of the fiber optic sys-

Fig. 3 Sketch of the test chamber

Fig. 4 A collage of bubble images showing plan and side views for a 15 deg
inclination angle
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tem is shown in Fig. 5. A beam from a 15 mW helium-neon laser
is routed through a transmitting fiber that is terminated and pol-
ished flush with the test surface. A similar receiving fiber directs
reflected light back to a DET-110 high-speed photodiode that gen-
erates a voltage that is digitized by an IOtech DaqBook connected
to a laptop computer. Probe resolution is limited by the properties
of the optical fibers. Our extension of the technique to films that
are tens of microns thick was made possible through recently
available optical fibers with a core region of 200 �m and an over-
all diameter of 220 �m. Figure 6 shows the internal structure of
the probe. The two optical fibers were attached side by side with
epoxy in a 1.7-mm-diam glass tube such that the bubble crosses
the probe in the direction shown relative to the two fibers. The
second largest bubble in Fig. 4 is shown traversing the probe
location, seen as a dark circle beneath the bubble. The probe is
accurate only for flat liquid films. Any wave on the gas/liquid
interface causes a distortion of the measurement due to the slope
of the interface reflecting the light toward or away from the re-
ceiving fiber.

Probe Calibration. A schematic of the apparatus used for static
calibration of the probe is shown in Fig. 7. The system included a
glass container �178 mm inner diameter, 150 mm deep�, two sy-
ringes, three micrometer heads with needles mounted on the top
and a stainless steel platform sitting on the bottom of the con-
tainer. The optical fiber probe was fixed in the center of the plat-
form. The container rested in a leveling table with four adjustable
legs and was sealed by an aluminum cover to reduce the evapo-
ration of FC-87. Three digital micrometer heads were mounted

vertically and 120 arc deg apart in the aluminum cover. The pre-
cision of the micrometer heads was ±0.5 �m and the adjustable
range was 0–25 mm. Three needles were mounted on the ends of
the micrometers. Two syringes with volumes of 10 ml and 1 ml
were mounted on the cover to adjust the height of the liquid sur-
face. The smallest increment of surface height was 0.1 ml
=4 �m using the smaller syringe. The container was surrounded
by a coil of latex hose through which chilled water flowed in order
to prevent evaporation of the test fluid.

Before use, the apparatus was cleaned with isopropyl alcohol,
and the FC-87 was filtered. The glass container and the stainless
platform were leveled. The fiber optic probe head was mounted
into the center of the platform, FC-87 was added to a level above
the probe, and the cover was installed. The three needle tips were
adjusted to the same horizontal plane by bringing them in contact
with the free surface, and the micrometers were set to zero. Fluid
was extracted using the syringes so that the free surface fell in
increments of a few microns. When the liquid surface was steady
after each fluid withdrawal, the micrometers were adjusted to
touch the surface and readings were recorded from the three mi-
crometers. The room lights were turned off and the photodiode
voltage was recorded. This process continued until the free sur-
face was broken by the fiber optic probe head. Within about
20 �m of that event, the photodiode voltage ceased to change.
The resulting calibration curve is shown in Fig. 8 for three cali-
bration trials.

The uncertainty in the liquid film thickness arises from the
agreement in the three micrometer heads at each reading, typically
±1 �m, and the identification of the free surface level when at the
probe head. A conservative estimate of the uncertainty of the
probe head level is given by assuming the level change at the step
the probe was uncovered was produced by the volume of one
division of the smaller syringe. If that entire volume is taken as
the volume uncertainty, ±0.05 ml, and is divided by the cross-
section area of the container, a position uncertainty of ±2.0 �m
results. The final root-sum-square uncertainty for the film thick-
ness is approximately ±2.5 �m. The observed noise in the photo-
diode and A/D system was ±0.9 mV. The system becomes insen-
sitive to thickness changes below 20 �m, and above 100 �m
there is a marked reduction in the slope of the system response.
The lower limit is caused by the spacing between the emitting and
the receiving fibers. If the liquid layer is too thin, below 20 �m,
the receiving fiber is outside the cone of the reflected light. As the
film thickens, light can be reflected into the receiving fiber, and
the signal strength increases. There is an upper limit, however,
when the layer thickness reaches a point, 100 �m in this case,

Fig. 5 Schematic of the two-fiber probe system

Fig. 6 End of the fiber optic probe

Fig. 7 Schematic of the calibration system
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where the signal begins to decrease because the reflected light is
falling on an ever increasing area. Between these limits, the re-
sponse is well-described by an exponential function

I = 6.420 exp�0.029�� �1�

where I is the voltage from the photodiode �mV�, and � is the
liquid film thickness ��m�. The standard estimate of error of the
curve fit is ±1.9 �m. After calibration, the probe was mounted in
the test plate while viewed under a microscope to ensure a flush
alignment with the test surface.

Experimental Results

Liquid Film Thickness. Only flat liquid films can be measured
accurately by the probe, thus all the microlayer thickness mea-
surements shown here are for cap-shaped bubbles which should
have a relatively large interface bounding the microlayer. The four
larger bubbles in Fig. 4 are examples. A total of 55 data sets for
cap-shaped bubbles sliding at inclination angles, �, of 2 deg to
15 deg were successfully collected in these experiments. Table 1
shows the experimental conditions for the 55 bubbles. For all the
experiments, the bulk temperature, Tb, was held as close as pos-
sible to 25 °C, which is 5 °C below the saturation temperature at
1 atm. All the run numbers used in this section refer to Table 1.

Figures 9–12 show plots of representative data for microlayer
thicknesses for �=2 deg, 5 deg, 10 deg, and 15 deg. All the sig-
nals have been converted through the calibration curve, Eq. �1�, so
that the results are shown as microlayer thickness, �, versus the
time required for the bubble to traverse the probe location. Figure
13 shows two example traces, one for Run 3 at 2 deg, and one for
Run 47 at 15 deg. The probe was installed so that the bubble
passed over the receiving fiber first. The spike at the right end of
the signal is caused by the slope of the interface reflecting the
light toward the receiving fiber at the end of the bubble. Light is
also reflected preferentially away from the receiving fiber at the
leading edge of the bubble. This produces a downward spike that
is difficult to detect because it has the effect of delaying the rise in
the signal. Given that the signal shape is not known, the delay
tends to be masked except for bubbles at 2 deg. For these bubbles,
the length of the curved leading edge is large enough to show a
pronounced concave-up section at the beginning of the microlayer
thickness trace.

The plateau in the center of the signal is a measure of the local
microlayer thickness as the bubble slides past the probe. Spikes
located within this plateau are interpreted as a response to the
presence of waves on the interface bounding the microlayer and

will be discussed later.
Only five traces were collected at �=2 deg because the weak

natural convection environment made bubble nucleation on the
test surface more difficult to eliminate and fewer single sliding
bubbles were observed. Because the probe response was limited to
a thickness of 20 �m, inclination angles greater than 15 deg were
not attempted.

Referring to Fig. 9 for �=2 deg, the traces for the smaller
bubbles �Runs 1–3� exhibit a smooth plateau near 50 �m. The

Fig. 8 Calibration curve for the fiber optic probe

Table 1 Experimental conditions for microlayer thickness data
sets: FC-87, 1 atm pressure, Tsat=30 °C

Run Designation
�

�deg�
Tb

�°C�
Tw

�°C�

1 2 deg-1 2 25.0 31.6
2 2 deg-2 2 25.1 31.8
3 2 deg-3 2 25.1 31.9
4 2 deg-4 2 24.9 32.1
5 2 deg-5 2 25.1 32.2
6 5 deg-1 5 25.1 33.3
7 5 deg-2 5 25.0 33.4
8 5 deg-3 5 25.0 33.5
9 5 deg-4 5 25.0 33.5
10 5 deg-5 5 25.1 33.5
11 5 deg-6 5 25.0 33.6
12 5 deg-7 5 25.0 33.9
13 5 deg-8 5 25.1 34.0
14 5 deg-9 5 25.1 34.0
15 5 deg-10 5 25.2 34.1
16 5 deg-11 5 25.0 34.4
17 5 deg-12 5 25.1 34.4
18 5 deg-13 5 25.0 34.4
19 5 deg-14 5 25.1 34.5
20 5 deg-15 5 25.1 34.5
21 5 deg-16 5 24.9 34.5
22 5 deg-17 5 25.0 34.6
23 5 deg-18 5 25.0 34.9
24 10 deg-1 10 25.1 33.5
25 10 deg-2 10 25.0 33.9
26 10 deg-3 10 25.0 33.9
27 10 deg-4 10 25.1 34.0
28 10 deg-5 10 24.9 34.4
29 10 deg-6 10 24.8 34.4
30 10 deg-7 10 25.0 34.5
31 10 deg-8 10 25.1 34.9
32 10 deg-9 10 25.2 35.0
33 10 deg-10 10 25.0 35.0
34 10 deg-11 10 24.9 35.0
35 10 deg-12 10 24.9 35.1
36 10 deg-13 10 25.0 35.4
37 10 deg-14 10 25.0 35.5
38 10 deg-15 10 25.0 35.5
39 10 deg-16 10 25.1 35.5
40 10 deg-17 10 25.1 35.6
41 10 deg-18 10 25.1 35.8
42 15 deg-1 15 25.0 35.1
43 15 deg-2 15 25.1 35.4
44 15 deg-3 15 25.1 35.5
45 15 deg-4 15 25.1 33.6
46 15 deg-5 15 25.0 36.0
47 15 deg-6 15 24.9 36.1
48 15 deg-7 15 24.9 36.5
49 15 deg-8 15 25.0 36.5
50 15 deg-9 15 25.0 36.5
51 15 deg-10 15 25.1 36.6
52 15 deg-11 15 25.2 36.6
53 15 deg-12 15 25.1 36.6
54 15 deg-13 15 25.1 36.6
55 15 deg-14 15 25.0 36.8

Journal of Heat Transfer SEPTEMBER 2006, Vol. 128 / 939

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



larger bubbles �Runs 4 and 5� produce a less-uniform plateau,
perhaps indicating the onset of waves on the bounding interface.
As waves establish on the bubble interface, the probe response
becomes an unreliable measure of the thickness. Sharp upward
spikes appear in the signal. Some downward displacement is also
seen, but the upward spikes are far more evident. An optical
model of the probe response to simple two-dimensional distur-
bances was developed; it showed that while upward and down-
ward displacements in the signal are possible, the upward dis-
placements can be much larger than downward displacements
produced by interface disturbances of the same size. However, the

shape of the leading edge of bubbles at �=2 deg is evidence of a
substantial signal response to interface curvature that reflects light
away from the receiving fiber. A similar phenomenon can be ob-
served occasionally at higher �. For ��2 deg, when the bubble
grows larger, the spikes in the signals have a tendency to grow
larger and to occupy more of the bubble passage time. The ten-
dency for the signal to exhibit spikes, interpreted here as evidence
of a wavy interface, increases with both bubble size and inclina-
tion angle.

Dependence of Thickness on System Variables. We believe
these to be the first detailed, noninferred measurements of the
microlayer thickness for a cap-shaped sliding vapor bubble. The
reduction in microlayer thickness with increasing inclination
angle is readily evident, as shown by the average values shown in
Table 2.

Bayazit �17� calculated film thicknesses in the 35–60 �m range
for FC-87 for an inclination angle of 12 deg, based on an energy
balance across the liquid microlayer. Kenning et al. �10� reported
thicknesses of 50–70 �m for water bubbles under a
15 deg-inclined plate, again calculated on the basis of energy con-
siderations. A modification by Li �20� of Addlessee and Kew’s
�12� boundary layer analysis, accounting for diversion of fluid
away from the microlayer by bubble blockage, shows thicknesses
on the order of 30–35 �m for 5 and 10 deg-inclined plates, in
reasonably good agreement with our measurements. Nishikawa et
al. �13� measured a thickness of 44 �m for water vapor bubbles

Fig. 9 Time history of bubble passage for a 2 deg inclination
„Runs 1 to 5…

Fig. 10 Time history of bubble passage for a 2 deg inclination
„Runs 6 to 11…

Fig. 11 Time history of bubble passage for a 2 deg inclination
„Runs 24 to 29…

Fig. 12 Time history of bubble passage for a 2 deg inclination
„Runs 49 to 55…

Fig. 13 Example traces of microlayer thickness: Run 3 at
2 deg, Run 47 at 15 deg
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moving under a 5 deg-inclined plate, in reasonable agreement
with our results and those of Kenning. In contrast to our results,
however, he found that liquid layer thickness increased with incli-
nation angle, rather than decreasing, as was found in our study,
and by the other investigators �10,12�.

Figures 14–16 show microlayer thicknesses versus variables
connected to the sliding bubble dimensions, namely, length �L�,
width �W�, and volume �V�. These data were produced by remov-
ing the leading and trailing spikes and filtering the plateau section
to remove statistically outlying events that are interpreted as
wave-generated spikes. The uncertainty bars indicate two standard
deviations computed for the collection of points that survive the
filtering process. More spikes appear in the signal with increasing
� so that the uncertainty increases somewhat as the scatter in the
filtered plateau data increases.

Figure 17 shows how the dimensions were obtained from the
bubble images such as those shown in Fig. 4. For cap-shaped
bubbles, V was calculated from the two orthogonal views obtained
from the high-speed images as

V =
�

6
WLH �2�

as proposed by Maxworthy �21�. The bubble velocity, ububble, was
defined as the distance traversed by the bubble nose position, NP,
divided by �t, the time between frames used in the computation.

At 1000 fps, NP changes little between successive frames. There-
fore, to lower the uncertainty of this calculation, every thirtieth
frame was used ��t=0.03 s�,

ububble =
�NPi+30 − NPi�

�t
�3�

The uncertainty in velocity is estimated via root-sum-square com-
binations of observed uncertainties as

�ububble = �2 · �±1 pixel ·
ps

�t
�2

+ ��ps

ps
· ububble�2�1/2

�4�

where ps is the pixel size. Typical uncertainties in velocity are
±3.7 to ±5.2 mm/s, which corresponds to bubble velocities rang-
ing from about 30 up to 160 mm/s.

Optical probe signals and sliding bubble images cannot be ob-
tained simultaneously because the illumination for the imaging
system had to be shut down when the fiber optic probe was oper-
ating. All the bubble dimensions and dimensionless numbers for
the corresponding optical signal were acquired from bubbles that
had the same passage time and experimental conditions as for the
bubble image sequences.

Figures 14–16 show the microlayer thickness to be independent
of bubble dimensions L, W, and V. This observation agrees with
that of Nishikawa �13� who found that the liquid film thickness is
independent of bubble size. Because the probe position is fixed in
the test plate, the heated length from the bubble injector to the
fiber optic probe is fixed. Large cap-shaped bubbles are easier to
produce at smaller � because the ububble is lower and the corre-
sponding heating time is longer at the same wall superheat.

These figures show that � essentially fixes the microlayer thick-
ness, even though the bubble’s size increases as it slides along the
heated plate. The equivalent diameter, Deq��6V /��1/3, was se-
lected as a single characteristic length scale for the bubble. Be-
cause the bubble shape is not easily described, Deq is the diameter
of a sphere of equal volume. This choice follows Maxworthy �21�,

Fig. 14 Microlayer thickness versus bubble length

Fig. 15 Microlayer thickness versus bubble width

Fig. 16 Microlayer thickness versus bubble volume

Fig. 17 Definition of bubble width „W…, length „L…, height „H…,
and nose position „NP…
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in accordance with Eq. �2�. The size of the bubble affects its
buoyancy, which in turns affects its velocity. Dimensionless
groups that depend on both velocity and size are the Reynolds
number,

Re �
ububble · Deq

�
�5�

the Weber number, We, a ratio of the inertial to surface tension
forces acting on the bubble,

We �
	ububble

2 · Deq



�6�

and the Froude number, Fr, a ratio of the inertial to buoyancy
forces acting on the bubble,

Fr � ububble/�gDeq sin ��0.5 �7�

Figure 18 shows that � does not depend on Re, only on the
inclination. This observation of uniform � for fixed � is supported
by values computed from first-law closure methods as reported by
Monde �22� and Kenning et al. �10�. Figure 19 shows the micro-
layer thickness also to be independent of We. The maximum We
produced by the facility increased with � due to the increase in
ububble with �. Figure 20 shows that � exhibits a strong increasing
trend with Fr due to the direct relationship between Fr and �.

Correlation of Microlayer Thickness and Bubble Dynamics.
The dynamics of the sliding cap-shaped bubbles observed in this
study appear to be dependent on surface inclination, bubble vol-
ume �represented here by Deq�, and fluid properties. The indepen-
dence of bubble volume from inclination is accomplished by the
possibility of varying the development length, bulk subcooling,
and wall superheat. To construct a correlation of � to macroscopic
measurands, we start by modeling the flow in the microlayer as a
laminar duct flow in which the pressure and viscous terms domi-
nate. The momentum equation is

�p

�x
= �

�2u

�y2 �8�

Equation �8� is made dimensionless by selecting � as the length
scale, and following the classical development for vertically rising
bubbles, U*��gDeq is selected as the velocity scale. The pressure
is scaled on the stress created by the buoyancy of the bubble
acting normal to the microlayer, 	gV cos � /WL. Here the liquid
density approximates the density difference between phases, and
the plan area of the bubble is described by the product of bubble
length and width. With these selections, Eq. �8� produces a pair of
dimensionless groups: a microlayer Reynolds number,

Re* �
U*�

�
�9�

and a group that includes the inclination dependence and a ratio
that may be described as a bubble shape factor,
6 / �� cos �� ·WL /Deq

2 . Figure 21 shows that a reasonable correla-
tion for the microlayer thickness can be obtained by plotting the
measured data in these coordinates. A straight line captures the
data to a mean deviation of 9.4% with most of the data lying
inside ±20%:

U*�

�
=

39.26

� cos �
·

WL

Deq
2 �10�

Table 2 Averaged microlayer thickness at four inclination
angles

Inclination angle, � �deg� Microlayer thickness, � �µm�

2 48.1
5 35.2
10 29.1
15 25.4

Fig. 18 Microlayer thickness versus Reynolds number

Fig. 19 Microlayer thickness versus Weber number

Fig. 20 Microlayer thickness versus Froude number
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This result conforms to the expectation that the microlayer
thickness correlates to the variables controlling bubble kinematics
��, Deq, and ��, but with the addition of a descriptor of bubble
shape. For these data, WL /Deq

2 varied from 1.5 to 4.3. If the form
of this result is maintained, but the inclination dependence is gen-
eralized to a best-fit power function of �, the result shown in Fig.
22 and given as Eq. �11� is obtained:

U*�

�
=

31.85

�
·

WL

Deq
2 �−0.10 �11�

A straight line captures the data to a mean deviation of 5.5%, a
value that challenges the uncertainty in the measurements.

Instability within the Microlayer. We have speculated that the
spikes in the microlayer thickness traces are caused by waves on
the interface that bounds the microlayer. These waves could be
caused by disturbances external to the microlayer or by an insta-
bility in the liquid film itself. The external disturbances originate
mainly as surface waves on the downward facing part of the
bubble as high-speed images have shown. These waves appear to
propagate around the bubble in both the streamwise and spanwise
directions, and it is possible that they continue along the interface
bounding the microlayer. If the waves are caused by an instability
in the microlayer itself, a shear-driven mechanism is an obvious

possibility. A dimensionless number which represents the magni-
tude of the shear stress in the microlayer versus the surface ten-
sion in the bubble interface bounding the microlayer is

�ububble

�
	 


Deq
= �ububbleDeq/�
�� �12�

where Deq is used as the characteristic dimension for the bubble.
To test the idea that the spikes are caused by surface waves, this
dimensionless number was plotted against twave/ ttotal, the total
length of time occupied by spikes in the optical signal �twave� over
the total length of time required for the bubble to pass the fiber
optic probe �ttotal�. This is a type of ergodic assumption, in which
the time recorded for a particular event is representative of the
spatial length over which the event is occurring.

Figure 23 shows that when �ububbleDeq/ �
��� 0.4 no spikes
are observed in the optical signal: the interface bounding the mi-
crolayer is smooth. When the value of this group is larger than
0.4, twave/ ttotal becomes significant and tends to increase as the
value of �ububbleDeq/ �
�� increases. The scatter is large and does
not relate to inclination angle. This result is evidence that the
appearance of spikes in the signal could be caused by the devel-
opment of shear-driven interface waves such that
�ububbleDeq/ �
��
0.4 is an indicator of the threshold for which
waves can develop.

Summary
The thickness of the liquid microlayer between a cap-shaped

sliding bubble and an inclined heated wall was measured using a
laser-based method. Data were reported for saturated FC-87 and a
uniform-temperature surface inclined at 2 deg to 15 deg from the
horizontal. A motion and shape analysis using image sequences at
1000 frames/s revealed details of the evolution of bubble shape.
Bubble-averaged microlayer thickness for cap-shaped bubbles
ranged from 25 to 48 �m and decreased with increasing inclina-
tion angle. The range of accessible inclination angles was limited
by unwanted bubble nucleation below 2 deg and the minimum
thickness, 20 �m, resolvable with the probe above 15 deg.

The microlayer thickness above cap-shaped bubbles in FC-87 is
well-correlated to a function of inclination angle and a bubble
shape factor. The successful correlation suggests that this data set
can be used to validate the results of detailed models of the mi-
crolayer dynamics.

A relatively flat plateau in the microlayer thickness trace was
identifiable for all cap-shaped bubbles; however, for larger incli-
nation angles and Reynolds numbers, this plateau was interrupted
by clusters of upward spikes. These spikes are thought to be the

Fig. 21 Microlayer Reynolds number as given by Eq. „10…

Fig. 22 Microlayer Reynolds number as given by Eq. „11…

Fig. 23 twave/ ttotal versus �Deqububble/ „��…
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nonlinear response of the probe to waves on the liquid/vapor in-
terface that bounds the microlayer. The presence of this character-
istic in the signal correlates well with the wavy structure seen in
high-speed images of the phenomenon. Bubbles at inclinations of
2 deg tend to show no spikes and no waves on the interface facing
the camera. A dimensionless grouping of variables representing
the magnitude of the shear stress in the microlayer versus the
surface tension in the bubble interface bounding the microlayer
shows a threshold value beyond which disturbances appear in the
microlayer trace.
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Nomenclature
Deq � equivalent diameter of bubble ���6V /��1/3�
Fr � Froude number ��ububble / �gDeq sin ��0.5�
g � gravitational acceleration, m/s2

H � bubble height, mm
I � photodiode voltage, mV
L � bubble length, mm

NP � bubble nose position, mm
ps � pixel size, mm
R � radius of bubble, mm

Re � bubble Reynolds number ��ububble ·Deq/��
Re* � microlayer Reynolds number ��U*� /��
Tw � wall temperature, °C
Tb � bulk liquid temperature, °C

t � time, s
twave � length of time signal affected by spikes, s
ttotal � total time of bubble passage, s
U*

� characteristic velocity scale ���gDeq�, mm/s
ububble � bubble velocity, mm/s

V � bubble volume, mm3

W � bubble width, mm
We � Weber number ��	ububble

2 ·Deq/
�

Greek
� � microlayer thickness, �m

�t � time between frames, s
� � absolute viscosity, kg/s.m
	 � density of the liquid phase, kg/m3

� � kinematic viscosity, m2/s
� � heating surface inclination angle, arc degrees

 � surface tension, N/m
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Two different algorithms to accelerate ray tracing in surface-to-surface radiation Monte
Carlo calculations are investigated. The first algorithm is the well-known binary spatial
partitioning (BSP) algorithm, which recursively bisects the computational domain into a
set of hierarchically linked boxes that are then made use of to narrow down the number
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advance the ray through the computational domain until a legitimate intersection point is
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box in a box, in both two-dimensional (2D) and three-dimensional (3D) geometries with
various mesh sizes. Both algorithms are found to result in orders of magnitude gains in
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superior to BSP, particularly for cases with obstructions within the computational do-
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1 Introduction
In many applications, such as in chemical vapor deposition re-

actors used for rapid thermal processing of silicon wafers, direct
surface-to-surface radiation exchange occurs between a hot source
�e.g., tungsten lamps� and a target �e.g., the wafer� �1,2�. Often,
the optical properties of the surfaces involved are strongly varying
both spectrally and directionally �1,3�. The Monte Carlo method
�4–6� is a proven powerful method for calculating radiation ex-
change in such scenarios mainly because of its ability to accu-
rately account for directional surface properties. The disadvantage
of the Monte Carlo method is that it is expensive compared to
deterministic methods. In practical applications involving com-
plex three-dimensional geometries and surfaces with complicated
surface properties, a larger number of rays, usually exceeding sev-
eral million, need to be traced to attain reasonable statistical ac-
curacy �1,3,7–9�. In such scenarios, the tracing of the rays can
become a major bottleneck for the overall computational proce-
dure. Thus, efficient ray tracing is a prerequisite to the success of
Monte Carlo methods for practical applications involving surface-
to-surface radiation.

The central computational issue in a surface-to-surface Monte
Carlo method is the determination of the intersection point be-
tween an infinite ray and the boundary, which is generally repre-
sented by a large set of discrete surface elements. If N rays are to
be traced, and the computational domain boundary is comprised
of M discrete surface elements �or faces�, the number of intersec-
tion checks �or searches� that need to be performed are N�M,
since a traveling ray may potentially hit any surface element. Each
intersection check requires solution of a system of 2�2 �in 2D� or

3�3 �in 3D� algebraic equations, in addition to several logical
checks. Thus, the intersection calculations dominate the CPU bud-
get if M is large.

The problem described in the preceding paragraph is often re-
ferred to as an O�N2� problem, since N and M are generally com-
parable. Such problems are prevalent in other applications as well,
such as computer graphics applications in which ray tracing is
used for surface rendering, shadowing, etc. Several well-known
search algorithms are available, and have found prolific use within
the computer graphics community to narrow down the search such
that all M faces are not searched for each ray. Their use in thermal
radiation Monte Carlo schemes, however, has been somewhat lim-
ited. The ultimate goal of such search algorithms is to reduce the
O�N2� problem to a O�N� problem. Although numerous methods
to accelerate ray tracing have been reported in the literature, the
underlying algorithms can be broadly categorized into the follow-
ing types: �1� The bounding box �BB� algorithm �10–14�, �2� the
binary spatial partitioning �BSP� algorithm �15–18�, �3� the uni-
form spatial division �USD� algorithm �12,13,19,20�, and �4� the
discrete function Monte Carlo �DFMC� algorithm �21�. Of the
four, the first three algorithms share the common philosophy of
narrowing the search using coarser entities, while the DFMC al-
gorithm is fundamentally different from the other three.

In the BB algorithm �10–13�, contiguous sets of boundary faces
are enclosed within larger bounding boxes. Ray-box intersections,
which are generally very efficient, are first performed to narrow
down the search and are followed by detailed search of only those
faces that are enclosed within the intersected boxes. In the multi-
level version of the same algorithm, each box is dissected further
into a set of hierarchically linked sub-boxes. The single-level ver-
sion of the BB algorithm has been used in the past for surface-to-
surface radiation Monte Carlo calculations by Mazumder and
Kersch �14�, and has been shown to result in substantial compu-
tational savings over the direct �or O�N2�� method, although rarely
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exceeding an order of magnitude. On an average, if L bounding
boxes are used, in the single-level BB algorithm, the number of
face searches will be N�M /L. Thus, the computational time re-
quirement will be 1/L times that required for direct calculations,
assuming that the time spent in calculating ray-box intersections is
negligible. As L becomes large, this will clearly not be the case.
Also, in a domain with obstructions, since a given ray may inter-
sect several boxes as it passes through, several boxes will have to
be searched to guarantee that the nearest intersection point is
found. All these factors slow down the BB algorithm. Its effi-
ciency, although substantially superior to direct calculations,
rarely scales as the number of bounding boxes used.

In the BSP algorithm �10–13,15–18�, all faces within the com-
putational domain are first placed in a large box �or voxel�, whose
planes are aligned to Cartesian planes. The box is then recursively
bisected along the Cartesian directions, resulting in a set of hier-
archical sub-boxes. The relationship between each parent box and
its two children sub-boxes are stored in the form of a binary tree,
along with information about their bounding planes and the en-
closed faces. The bisection stops when a box has a minimum
number of faces, typically decided through some trial runs. Dur-
ing ray tracing, ray-box intersections are first performed. As op-
posed to the BB algorithm, all boxes are not checked for intersec-
tion. Starting from the largest box, only pertinent sub-boxes are
recursively checked by traversing the binary tree. In theory, the
BSP algorithm requires only O�N� log�M�� intersection calcula-
tions. In practice, perfect logarithmic scaling is difficult to attain
because of the possibility of the existence of the multiple inter-
section points, and lack of a perfectly balanced tree, i.e., the two
children of a mother may not have an equal number of faces.
Further details in this regard will be presented in the sections to
follow. Despite these issues that may hamper the performance of
the BSP algorithm, with careful construction of the binary tree,
the algorithm is very efficient, and can result in orders of magni-
tude gains in computational efficiency, as will be demonstrated
shortly. In general, as the number of faces, M, is increased,
log�M� /M decreases exponentially, implying that the computa-
tional benefits of the BSP algorithm increase exponentially as the
problem size increases. Thus, the BSP algorithm is particularly
well-suited for practical applications involving large mesh sizes.

While the BSP algorithm is robust and efficient, its implemen-
tation in a computer program is not trivial: It requires adaptive
data structures, and recursive procedures, among other complexi-
ties. The uniform spatial division �USD� algorithm �12,13,19,20�
may be thought of as a variation of the BB algorithm, in which a
uniform coarse Cartesian mesh is superposed on the computa-
tional domain, solely for the purpose of ray tracing. The mesh
essentially breaks up the computational domain into a set of equal
sized Cartesian boxes. Rays are then traced from box to box, and
larger intersected boxes are subsequently searched in detail to
locate intersection points. The algorithm has been used exten-
sively by Burns and co-workers �19,20� in their code MONT3D. In
recent years, particular emphasis has been placed on accelerating
the process of identifying the “next” box as a ray exits a certain
box �20�. The so-called “mailbox” technique has also been sug-
gested �but not applied� to accelerate ray tracing by storing infor-
mation about previously traced rays and using this information
later. With all of these improvements in place, computational gain
of a factor of 80 has been reported for complex 3D geometries by
Zeeb et al. �20�. In general, the USD algorithm requires more
memory than the BSP algorithm, and is not expected to result in
logarithmic scaling of the efficiency with increase in the number
of faces, even in theory. To the best of the author’s knowledge, a
formal analysis of its scaling properties has not been performed
yet. Its advantage over the BSP algorithm is that it is relatively
easy to implement.

The DFMC algorithm �21� is not an algorithm for acceleration
of ray tracing per se. In this method, the core Monte Carlo algo-
rithm is altered by sampling ray paths rather than ray directions.

The method is particularly well-suited to scenarios in which a
large number of strongly specular surfaces are present, and has
been reported to result in computational savings of close to one
order of magnitude. The DFMC algorithm appears to have been
used only by the group by whom it was originally developed.

The BB, BSP, and USD algorithms share one common prob-
lem: The intersection search cannot be concluded once the first
intersection point is found. The search has to be continued until all
intersection points are determined, and has to be followed by a
shortest distance check to determine the legitimate intersection
point. Instead, if a ray is advanced little by little starting from its
emission location, and its advancement terminated as soon as it
hits another surface, the intersection point that will be found is
guaranteed to be the nearest. The VVA algorithm is based upon
this important realization. It is motivated by the fact that Monte
Carlo radiation calculations are rarely performed without accom-
panying heat transfer calculations, in which case, a volumetric
mesh already exists, and can be made use of for ray tracing. An-
other crucial advantage of the VVA concept is that the number of
volumes �or cells� that a ray passes through, scales with the num-
ber of grid points only in one direction even for a 3D geometry,
while the total number of boundary faces to be searched in other
algorithms scales as the square of the number of grid points in one
direction. For example, if a cube with 10 cells in each direction is
considered, the number of cells, on an average, through which a
ray will traverse to reach another boundary face is 10. Since each
cell has six faces, on an average, 60 ray-quadrilateral intersection
checks will be necessary in the VVA algorithm. For the other
algorithms, 6�10�10=600 boundary faces will have to be
searched for intersection. If the mesh is doubled in each direction,
in the VVA algorithm, 20�6=120 intersections will have to be
computed, while in the other three algorithms 6�20�20=2400
intersections will have to be computed. Thus, even for completely
unobstructed geometries, the VVA algorithm is an O�N�M1/2�
algorithm. For geometries with obstructions, as is the case in most
practical applications, its performance is expected to be much
better.

In this study, the VVA algorithm is explored for the first time.
For comparison, the BSP algorithm is considered, since it appears
to have the best combination of positive attributes among existing
acceleration techniques for ray tracing. Since the BSP algorithm is
relatively new to the heat transfer community, it is also discussed
in significant detail in this article. While the descriptions to follow
are general and apply to any arbitrary geometry, the algorithms are
tested on simple but large �i.e., up to several tens of thousand
faces� geometries so that the performance characteristics of the
two algorithms can be understood and interpreted intuitively, and
the results can be reproduced by future researchers in the area.

2 Algorithms for Acceleration of Ray Tracing
In the absence of a participating medium, the net radiative heat

flux on any surface element i is a net sum of the incident radiation
from all other patches and self-emission, and is mathematically
written as �4,5�

Qi = qiAi = �
j=1

M

��ij� j − Rij��Tj
4Aj �1�

where M is the total number of boundary surface elements �or
faces�, and Aj and Tj their surface areas, and temperatures, respec-
tively. � j is the spectrally averaged emissivity of the jth face, and
�ij is the Kronecker delta. Rij is the so-called radiation exchange
matrix, and represents the fraction of radiation emitted by face j
and absorbed by face i after multiple events at boundaries. The
Monte Carlo method is a statistical method, which, in essence, is
used to compute Rij. To obtain a statistically reliable estimate of
Rij, a large number of rays must be traced, and this section dis-
cusses two different algorithms for efficient tracing of the rays.

946 / Vol. 128, SEPTEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.1 Binary Spatial Partitioning (BSP). The BSP algorithm
consists of a pre-processing step in which candidate faces for
intersection are grouped within hierarchically linked boxes �or
voxels�. The process starts with a single box that includes all
faces. This box is then bisected into two boxes along its central X
plane. The two sub-boxes are then designated the two children of
the original mother. In the next step the children boxes are bi-
sected along their central Y planes, and the process is continued.
The algorithm is schematically depicted for a 2D geometry in Fig.
1, in which only three levels are shown. After the creation of the
two children, the faces of the mother box are also distributed
among the two children. Often, a face may be shared by both
children, and must be listed as belonging to both children in order
to retain a water-tight geometry, as illustrated in Fig. 2. The bi-
section procedure can be terminated using a variety of criteria.
One strategy is to simply set a maximum limit to the number of
boxes �or entries� in the binary table, and terminate bisections as
soon as that maximum limit is reached. The second strategy may
be to set the minimum number of faces in a box. If bisection of a
box results in fewer faces than the prescribed limit, the box is not
bisected. It is then deemed the farthest “leaf” of the binary tree.

2.1.1 Creation of the BSP Tree. The algorithm for creation of
the binary tree is as follows:

1. The coordinates of all vertices in the computational do-
main are scanned to determine the bounds of the compu-
tational domain. The binary table is initiated, and six real
numbers, namely, Xmin, Xmax, Ymin, Ymax, Zmin, and Zmax
are stored for this first point. In addition, an integer list,
consisting of all the face indices, is also stored.

2. The box is bisected along its central X, Y, or Z plane. The
decision as to what direction the bisection should be per-

formed in depends on the current level of the tree. The
definition of “level” is as follows: The first entry corre-
sponds to level 1, entries 2 and 3 in level 2, entries 4–7 in
level 3, 8–15 in level 4, and so on. One approach to
create an almost isotropic tree is to cycle the bisection
directions with each level. If the box is bisected along the
central X plane, for example, one of the children’s Xmax
value will be replaced by �Xmin+Xmax� /2 of its mother,
while the Xmin value of the other child will be replaced
by �Xmin+Xmax� /2 of its mother. All other bounds are set
to that of their mother.

3. The two children are incrementally numbered, such that
each entry �or box� in the table has a unique number �Fig.
1�. For the mother, the entry numbers corresponding to
her two children are stored, while for the children the
entry number for their mother is stored.

4. The face list of the mother is distributed between the
children after checking to see which faces lie within the
bounding box of the children. This is done by scanning
the coordinates of the individual face vertices. Faces that
are shared by both children are assigned to both for rea-
sons discussed earlier.

5. Steps 2–4 are repeated recursively until the prescribed
termination criteria, discussed earlier, is reached.

In summary, for each entry �or box� in the table, the following
data are stored: �a� Six real numbers defining the geometric
bounds of the box, �b� the number of faces in each box, �c� an
integer list of the global face indices, �d� the entry numbers of the
two children �if they exist�, and �e� the entry number of the
mother.

It is worth mentioning at this point that the algorithm, just
described, will result in a binary tree that may become severely
unbalanced as the tree grows, i.e., the number of faces belonging
to the two children of a certain mother may be dramatically dif-
ferent �or unbalanced�. For example, if a cube is divided using the
above algorithm, a box at the corner may have a significantly
larger number of faces than one that is slightly away from the
corner. It is well known that the use of unbalanced BSP trees can
adversely affect the efficiency of ray tracing �15–18�, as will also
be evident from results shown later. Advanced techniques for bal-
anced tree creation divide each mother adaptively so that both
children receive an equal number of faces �15,16�. Other tech-
niques such as rope trees �17�, and stochastic sub-division �18� are
also used to circumvent this problem. These advanced techniques
require basic understanding of the BSP algorithm to begin with,
and are not considered in this study for the sake of simplicity.

2.1.2 Traversing the BSP Tree. In most practical applications,
since the mesh does not move, creation of the BSP tree is a one-
time process. Once the BSP tree has been created, ray tracing can
commence. As discussed earlier, the first step is to traverse the
BSP tree in order to narrow down the search, and is performed
using the following algorithm:

1. An integer array of size equal to the number of entries in
the BSP tree is created and set to 0. This array denotes
which boxes in the BSP tree are to be finally searched in
detail. A zero indicates that detailed search is not neces-
sary.

2. The search flag is set to 1 for the first entry in the tree
�i.e., the supreme mother�, and the traversing com-
mences.

3. A loop cycling over all points in the table is initiated.
4. A check is performed to see if the search flag is equal to

1 for the running index of the loop. If not, the entry is not
searched further. For the supreme mother, the flag has
been already set to 1, and therefore, step 5 will be ex-
ecuted. For all other entries, the search flag will be de-
termined after execution of steps 5–7.

Fig. 1 Schematic representation of the bisection scheme in
the BSP algorithm, the definition of “level,” and the unique
numbering pattern of the various boxes „or leaves…

Fig. 2 Illustration of water tightness: In this example, if a ray-
box intersection is performed with the bounding box of Child 2,
an intersection is not found. This would suggest that the ray
must hit something that belongs to Child 1. If the shared face
belongs to Child 2 alone, the ray will never find an intersection
and will escape though an artificially created hole.
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5. Starting from the mother, the indices of the two children
are obtained, if they exist. Nonexistent children can be
denoted by setting their indices to a negative integer dur-
ing the process of creation of the BSP tree. If the children
do not exist, the traversing is terminated for that branch,
implying that all faces belong to the mother and need to
be searched in detail for possible intersection.

6. A check is performed to see if the originating point of the
ray is within the geometric bounds of the first child. If so,
then its search flag is immediately set to 1. At this point,
there are two possibilities: The ray may pass through the
second child �Case B of Fig. 3�, or it may completely
miss it �Case A of Fig. 3�. A ray-box intersection is per-
formed using the method of slabs, an extremely efficient
method developed by Kay and Kajiya �22� that requires
only twelve floating point operations to determine if a ray
hits a box.

7. If the ray misses the second child, it need not be searched
further. If the ray passes through the second child, its
search flag is set to 1. In order to perform further search
for the second child, the emission point of the ray is
advanced to the point of intersection between the ray and
the bounding box of the second child. The emission point
for the first child remains as the original emission point.
The idea is illustrated in Fig. 3, which also goes on to
show that subsequent sub-divisions are recursive.

8. If the original emission point is found to be enclosed
within the bounding box of the second child to begin
with, the exact same procedure, described above in steps
6 and 7, is conducted, except that it commences with the
second child.

9. The traversing of the BSP tree is complete once the loop
over all the points in the table has been completely
cycled. An example of the traversing process is shown in
Fig. 4 for a simple 2D case with a four-level tree.

10. The final step is to reset the search flags of all entries,
except those that do not have any children, to 0. For the
example shown in Fig. 4, this implies that the search
flag for boxes 1,2,3,4,6, and 7 will be reset to 0. This
implies that only the farthest leaves will be finally
searched.

The algorithm for traversing the BSP tree, just described, is the
one that is used for the present study, and conforms to the data
storage outlined earlier. It may not necessarily be the most effec-
tive way of traversing the BSP tree, although variations of it are
expected to change the efficiency only marginally.

2.2 Volume-by-Volume Advancement (VVA). The VVA al-
gorithm does not require any pre-processing steps. It is also
equally applicable to scenarios in which the grid may move or

deform after every time step. In that sense, it is more versatile
than existing algorithms for acceleration of ray tracing. The VVA
algorithm is also easier to program than the other algorithms, and
requires the following steps:

1. Starting from the global face index corresponding to the
emission location, the adjacent cell’s global index is ob-
tained from the grid connectivity information. It is to be
noted that cell-to-face, face-to-cell, face-to-vertex, cell-
to-vertex connectivity data are stored as part of any ac-
companying heat transfer and/or fluid flow calculations,
and are, therefore, readily available for use in the VVA
algorithm.

2. The face indices of the cell are then obtained from con-
nectivity data. The exact number of faces of the cell will
depend on the grid topology, and the algorithm can ac-
count for any topology as long as the cells are convex,
which is usually the type created by most mesh genera-
tors, commercial or otherwise.

3. A loop is run over all faces, and the face number corre-
sponding to the emission location is skipped. Within this
loop, ray-face intersections are computed until an inter-
section is found. This point represents the exit point of
the ray from the cell in question, and is designated the
new emission location.

4. A check is performed to see if the face index correspond-
ing to the intersection point is a boundary face. If so, the
next legitimate intersection point has been found, and
boundary conditions must be applied prior to further trac-
ing.

5. If the intersected face is not a boundary face, from the
face index, the cell indices of the two cells adjacent to
the face are obtained from grid connectivity data. One of
these indices will correspond to the cell at the back of the
ray �i.e., the one from which it came�, and is not consid-
ered. The other cell index �on the front of the ray� is

Fig. 3 Illustration of recursion in the BSP algorithm, showing
that any scenario a child faces is what its mother has already
encountered before, thereby allowing recursive procedures

Fig. 4 An example illustrating the working mechanism of the
BSP algorithm: „a… The geometry, the emitted ray, and the vari-
ous boxes in its path, „b… the boxes and sub-boxes for which
the search flag becomes 1 are shaded gray
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deemed the legitimate cell index for further advancement
of the ray.

6. Steps 2–5 are repeated until a boundary face is
intersected.

The implementation of the VVA algorithm, described above, re-
quires no additional memory and only a few tens of lines of pro-
gramming, irrespective of the programming language used.

3 Results and Discussion
Computations were performed using the two algorithms de-

scribed in Sec. 2. In addition, direct calculations �i.e., without any
acceleration of ray tracing� were performed to judge the efficiency
of the two algorithms. Ray-line and ray-triangle intersection cal-
culations were performed using parametric vector representation
of surfaces. The procedures to do so are straightforward and avail-
able in detail elsewhere �4,10,13,14�. For 3D cases, even though
planar quadrilateral surface elements were used for the test cases
to be described shortly, in order to keep the algorithms general-
purpose, the intersection calculations did not assume that the four
points of the quadrilateral are on a single plane. Thus, each quad-
rilateral was divided into two triangles and ray-triangle intersec-
tions were computed rather than ray-quadrilateral intersections.
Although procedures such as backface culling �10,13� are often
recommended and used to narrow down the number of candidate
faces for intersections, such procedures were not implemented
here because the gains resulting from such procedures are highly
geometry dependent, to the extent that sometimes backface cull-
ing can adversely affect the computational efficiency.

3.1 Verification of the Monte Carlo Code. Prior to effi-
ciency studies, the Monte Carlo code was verified both for 2D and
3D geometries by comparing results against deterministic radia-
tion exchange calculation results using analytically calculated
view-factors �4,5�. This is an important step to ensure that the
direction, location and frequency of the rays are being sampled
correctly, and that boundary conditions are being properly imple-
mented. The procedures for sampling of the rays are well docu-
mented in textbooks, such as in Chapter 20 of the one by Modest
�4�, and are not repeated here since no changes were made to
these standard procedures. Furthermore, for the sake of brevity,
only 2D results are presented here.

The test case considered here for verification is that of radiation
transport in a square cavity with diffuse gray walls having emis-
sivity equal to 0.5. The left wall is set at 1000 K, while the other
three walls are held at a constant temperature of 300 K. Each wall
is divided into 10 equal sized faces. Figure 5 shows the computed
heat fluxes at the various walls. As expected, the accuracy of the
results improves as more rays are traced, and the results agree
almost perfectly with view-factor results when 106 rays are traced.
Following verification of the basic Monte Carlo scheme, compu-
tations were also performed with the acceleration schemes in
place, and the results compared against direct ray tracing results to
ensure that the results matched number for number.

3.2 Efficiency Studies. Following verification of the core
Monte Carlo scheme, studies were undertaken to judge the effec-
tiveness of the two algorithms under investigation. For efficiency
studies, all walls were assumed to be gray and diffuse with pre-
scribed emissivity equal to 0.5, and were set to the same tempera-
ture, so that all faces emitted the same number of rays, and any
directional bias in the ray tracing was eliminated. For the BSP
algorithm, the maximum number of entries in the BSP table was
set arbitrarily to M /8. A simple calculation will reveal that, on an
average, this is expected to result in 16 faces in each farthest leaf
if M is sufficiently large, and the tree is perfectly balanced. Both
2D and 3D calculations were performed, and two different geom-
etries were considered: An open box �or rectangle in 2D�, repre-
sentative of a geometry without obstruction, and a box in a box,

representative of a geometry with obstruction �Fig. 6�. All calcu-
lations were performed on a 1.5 GHz Intel Pentium processor. In
each case, a total of one million rays were traced.

The results of two-dimensional calculations are shown in Table
1. In this case, the number of faces is small even for the finest
mesh considered, and thus, the performance of the individual al-
gorithms is not obviously noticeable. In particular, the scaling of
the CPU time with the number of faces is not clear with such a
small number of faces. Nevertheless, a few important observations
can be made from the data. First, both the VVA algorithm and the
BSP algorithm result in computational gains, although the gains
are only a factor of 2–5. For the BSP algorithm, the relative gain
in computational efficiency increases as the number of faces in-
crease. The VVA algorithm appears to be superior to the BSP
algorithm in the case where obstructions are present in the geom-
etry, while the BSP algorithm is superior in cases where the ge-
ometry is unobstructed. Since the VVA algorithm’s CPU time con-
sumption scales as the number of grid points in one direction only,
for 2D problems, the VVA algorithm scales linearly with the num-
ber of boundary faces, as is evident from its data for an open
rectangle. Thus, there is no great benefit in using the VVA algo-
rithm for 2D geometries, unless obstructions are present.

Results of ray tracing in 3D geometries are shown in Table 2.
For both the VVA and the BSP algorithms, the computational
gains increase as the size of the problem is increased. Since the
CPU consumption of the VVA algorithm is expected to scale as
M1/2, and that of the BSP algorithm is expected to scale as log M,
this nonlinear increase in computational gains with problem size
is not surprising. For the largest case considered �the last entry in
Table 2�, the computational gain attained using the VVA algorithm
is a factor of 334, while that using the BSP algorithm is 52. Thus,
without doubt, both algorithms are tremendously beneficial for
acceleration of ray tracing in large geometries with a large number
of boundary faces. The VVA algorithm appears to be superior to
the BSP algorithm for 3D geometries both with and without
obstructions.

An important aspect of any algorithm of the type used here is
its scaling properties with the problem size. Although, in theory,
M1/2 and log M scaling laws are expected to be obeyed by the
VVA and BSP algorithms, respectively, whether such scaling is
manifested in practice remains to be seen. In order to investigate
the practical scaling characteristics of the two algorithms, the data
in Table 2 was analyzed further.

Figure 7 shows a plot of the CPU consumed by the VVA algo-
rithm as a function of the number of boundary faces, M. Also
shown in the same figure are curve-fits to the data. It is interesting
to note that separate scaling laws, M0.54 and M0.46, are manifested
for cases with and without obstruction, respectively, even though
the same algorithm is used in both cases. Regardless, the impor-
tant conclusion to draw from this analysis is that the VVA algo-
rithm scales roughly as M1/2 even in practice, the worst perfor-
mance being M0.54, and the best depending on the topology and
density of the obstructions within the computational domain.

As insinuated earlier, the performance of the BSP algorithm is
greatly affected by how well balanced the BSP tree is. Figure 8
shows a plot of the CPU consumed for the BSP algorithm as a
function of the number of boundary faces, M. A logarithmic curve
�=5.7 log2�M�� is also shown on the same figure. The factor 5.7
was chosen to match the curve to the first data point �i.e., 52 s for
M =600�. It is clear from the plot that in practice, logarithmic
scaling is not manifested. The excess CPU may have been con-
sumed due to a variety of reasons: �1� Overheads in creating the
BSP tree, �2� overheads in traversing the BSP tree, �3� inclusion of
multiple intersection points, and finally, �4� an unbalanced BSP
tree. The most prolific symptom of an unbalanced BSP tree is that
the CPU consumed scales linearly with an increase in the number
of faces. This happens because the number of faces in the farthest
leaves of the tree increases linearly when the tree is already se-
verely unbalanced. Thus, if the total number of faces are doubled,
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the number of detailed intersection searches that are finally per-
formed, are also doubled. As discussed earlier, unbalanced trees
will result if adaptive algorithms are not implemented to balance
the tree. In the current study, since no such special algorithms
were used, it is expected that the tree will become more and more
unbalanced as it grows, and will be most severely unbalanced for
the largest problem size. In order to test this hypothesis, a linear
component �i.e., one that scales linearly with M� was added to the
CPU curve, indicated by the dotted line in Fig. 8. It is observed
that this new curve fits the raw data quite well, indicating that the
tree is, indeed, unbalanced. Further probing of the code during
execution revealed that the number of faces in the farthest leaves
of the BSP tree increased almost linearly beyond 10,000 faces,
with as many as 108 faces in many of the leaves, as opposed to
the expected value of 16 faces. Thus, it can be concluded that
although the BSP algorithm, in theory, has logarithmic scaling
properties, logarithmic scaling, in practice, can only be achieved if

Fig. 5 Comparison of Monte Carlo results with results obtained using the view-factor
method: The statistical errors were computed using 9 ensembles, and the error bars shown
correspond to ± std. dev. The statistical errors for 106 rays are so small that they are not
visible on the plots.

Fig. 6 Geometry used for the test cases considered in the
present study

950 / Vol. 128, SEPTEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



special measures are adopted to balance the tree. Nevertheless, the
present study shows that even with an unbalanced tree, the BSP
algorithm can result in orders of magnitude gain in computational
efficiency for large-scale problems in ray tracing. This is because
the slope for the linear component due to overheads is still very
small compared to the slope for direct calculations �0.02 versus
0.97 for the test case considered here�.

4 Summary and Conclusions
Acceleration of ray tracing is imperative to enable use of the

Monte Carlo method for radiation transport calculations in practi-
cal applications involving complex three-dimensional geometries.
Two different algorithms for acceleration of ray tracing have been
described, tested, and systematically analyzed in this study. One
of these algorithms is the well-established binary spatial partition-
ing �BSP� algorithm. The other algorithm, named the volume-by-
volume advancement �VVA� algorithm is new, and was explored
for the first time. Based on the test cases considered here, the
following conclusions may be drawn:

• Both the BSP and the VVA algorithm result in computa-
tional gains over the direct calculation method, irrespec-
tive of the geometry and dimensionality of the problem.
The computational gains increase nonlinearly �or at least,
super-linearly� for both algorithms, as the problem size

increases. Thus, the power of such acceleration algo-
rithms is truly manifested in large three-dimensional cal-
culations.

• The performance of the VVA algorithm was found to be
superior to the BSP algorithm, especially when obstruc-
tions were placed in the geometry. In addition, it is easy
to implement in a computer program, requires no addi-
tional memory, requires no pre-processing, and is also
applicable to transient scenarios where the grid may
move or deform. In theory, the CPU time consumed by
this algorithm scales as M1/2, where M is the total num-
ber of boundary faces. In practice, this scaling law was
also roughly observed, indicating that the algorithm has
virtually no overheads associated with it. For the largest
case considered in the present study, the computational
gain using the VVA algorithm was found to be a factor of
334.

• The BSP algorithm has the potential of providing loga-
rithmic scaling of performance with increase in problem
size. However, in order to attain logarithmic scaling, the
BSP tree needs to be adaptively constructed so that it is
almost balanced. The core BSP algorithm, without any
adaptation, will result in an unbalanced tree, which will
hamper the efficiency as the problem size is increased. In
such a scenario, the efficiency is more likely to scale

Table 1 Performance of various algorithms for tracing one
million rays in 2D geometries

Open Box
Grid points in
one direction

Boundary
Faces, M CPU time �in seconds�

Direct VVA BSP

10 40 6.7 4.5 7.3
20 80 12.5 8.8 10.3
40 160 24.5 16.9 14.4
80 320 48.2 35.6 19.8

Box in Box
Grid points in
one directiona

Boundary
Faces, M

CPU time �in seconds�

Direct VVA BSP
20 �12� 128 20 3.9 12.3
40 �24� 256 39.3 7.2 16.1
80 �48� 512 77.7 14.3 22.8

aThe number in parenthesis denotes the number of grid points on the inner box.

Table 2 Performance of various algorithms for tracing one
million rays in 3D geometries

Open Box
Grid points in
one direction

Boundary
Faces, M CPU time �in seconds�

Direct VVA BSP

10 600 239 15 52
20 2400 1316 44 102
40 9600 9120 130 245
80 38,400 37,871 290 1037

Box in Box
Grid points in
one directiona

Boundary
Faces, M

CPU time �in seconds�

Direct VVA BSP
10 �6� 816 326 9 60
20 �12� 3264 1764 22 119
40 �24� 13,056 12,358 66 292
80 �48� 52,224 50,229 150 975

aThe number in parenthesis denotes the number of grid points on the inner box.

Fig. 7 Performance characteristics of the VVA algorithm in 3D
geometries, and the scaling laws derived from them

Fig. 8 Performance characteristics of the BSP algorithm in 3D
geometries, and the scaling laws derived from them
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super-linearly �i.e., linearly, but with a slope much larger
than for direct calculations�, rather than logarithmically.
For the largest case considered in the present study, the
computational gain using the BSP algorithm was found
to be a factor of 52. From a programming viewpoint, the
BSP algorithm is much more difficult to implement than
the VVA algorithm, and also requires more memory.

Future research needs to be directed towards further refinement of
these algorithms, and further testing for complex physical prob-
lems with real surface properties to elucidate additional subtle
issues in the implementation and the working mechanisms of
these algorithms for surface-to-surface radiative heat transfer ap-
plications.

Nomenclature
A � area of boundary face �m2�
M � number of boundary faces
N � number of rays
Q � radiative heat transfer rate �W�
q � radiative heat flux �W/m2�

Rij � radiation exchange matrix �dimensionless�
T � temperature �K�

Greek
�ij � Kronecker delta

� � emissivity �dimensionless�
� � Stefan-Boltzmann constant

�=5.67�10−8 Wm−2 K−4�
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Transient Response of Two-Phase
Heat Exchanger With Varying
Convection Coefficients
Transient changes of fluid and wall temperatures in a two-phase heat exchanger are
investigated in this article, particularly with respect to spatial and temporal effects of
varying convection coefficients. The coupled energy equations for both sides of the heat
exchanger are solved directly with an integral method. Varying convection coefficients
are related to changes of vapor fraction between the inlet and outlet of the heat ex-
changer. Unlike past numerical studies encountering difficulties with instability, stiffness,
and lack of convergence, the current integral formulation provides a reliable alternative
and efficient procedure for transient response within the heat exchanger. Furthermore,
complex inversion from a transformed domain is not needed, in contrast to conventional
methods with Laplace transforms. In this article, past integral methods are extended to
cases with varying convection coefficients, arising from changes of phase fraction on the
two-phase side of the heat exchanger, as well a multiple step-changes of temperature. The
predicted results show close agreement with past data, including numerical simulations
with a dynamic simulator. �DOI: 10.1115/1.2241974�

1 Introduction
Log-mean and effectiveness-NTU solution methods �1–3� have

been widely documented for steady-state heat exchanger analysis.
Relatively less data and analysis are available for transient prob-
lems, such as transient temperature changes on the shell side or
tube side of heat exchangers. Detailed analysis of such three-
dimensional �3D� transient problems, including turbulence and
phase transition, can be studied with CFD �computational fluid
dynamics� �4�. However, such analysis usually comes at consid-
erable cost �computational time and storage�, so that it becomes
infeasible for purposes of real-time control. In this article, a sim-
plified analytical approach that retains the essential thermal phys-
ics of the problem, while keeping reasonable accuracy, is studied.
This simplified method could be applied to control systems in
aircraft heat exchangers, where fast system response to transient
step-changes of temperature is needed.

The classical book by Kays and London �2� provides detailed
correlations for friction factors and Colburn factors for various
types of compact heat exchangers. These configurations include
flat tube, circular tube and plate/fin configurations. Kakac, Shah,
and Bergles �5� have provided comprehensive data for heat ex-
changers in low Reynolds number regimes. Na Ranong and Roet-
zel �6� have investigated transient behavior of heat exchangers
coupled by a circulating freestream. The authors considered how
the overall heat transfer coefficient depends on the mass flow rate
of the circulating freestream. Laplace transforms and a method of
finite differences were used to predict the system response to tran-
sient perturbations of the inlet temperature and mass flow rate.
Flow perturbations were shown to affect transient changes of the
outlet fluid temperature. In the steady state, it was shown that a
certain heat capacity rate of the circulating freestream maximizes
the temperature change of the external flow stream.

Dynamic behavior of plate heat exchangers with flow maldis-
tribution from the port to channel was reported by Srihari et al.
�7�. Fluid axial dispersion characterizes back mixing and other
notable deviations from plug flow through the heat exchanger.
Variations of the heat transfer coefficient, due to nonuniform dis-

tribution of fluid velocity throughout the channels, were also re-
ported. Solutions were obtained with Laplace transforms and nu-
merical inversion from the frequency domain. Predicted results
show that the dynamic response and thermal performance deterio-
rates with flow maldistribution. Unlike Laplace transforms, this
article develops an integral method for heat exchanger analysis.

Step changes of the heat transfer coefficient for a separating
wall of a counter-current heat exchanger were documented by
Siakavellas and Georgiou �8�. The predicted results show a sig-
nificant influence of both delay time and Biot number on the ther-
mal response of the flat plate within the heat exchanger. Under
certain ranges of the Biot number, it was shown that the plate
approaches a steady-state solution quickly, when a step change is
applied. Two distinct zones of thermal stress were observed when
the steady-state temperature perturbation becomes zero.

Unlike these past steady-state studies, this article considers
transient operation of a heat exchanger. Yin and Jensen �9� have
developed an integral method to predict transient temperature re-
sponses to step changes in fluid temperature and mass flow rates
within a two-phase heat exchanger. Both single-phase fluid and
wall temperatures were predicted analytically. The other side of
the heat exchanger remains at a constant temperature. Nonlinear
interfacial constraints are needed at the moving phase interface,
whether it involves liquid/gas �10� or solid/liquid phase change
�11�. Jang and Wang �12� have investigated the transient responses
of crossflow heat exchangers, with one fluid mixed and the other
fluid unmixed. Both step-changes of the mixed fluid and unmixed
fluid streams were considered. The predicted transient response of
the outlet temperature was observed to be identical in both cases
for the unstepped fluid, but results for the stepped fluid were no-
tably different.

Step, ramp, exponential, and sinusoidal excitations of the inlet
heat exchanger temperature were investigated numerically with a
finite element method by Rao et al. �13�. Both direct and fluid
coupled indirect heat exchangers were considered with a forced
convection loop. In addition, a thermally driven free convection
loop was investigated. The predicted results have shown that a
direct heat exchanger does not exhibit any time delay between the
response and excitation function, while the phase difference be-
tween the response and sinusoidal excitation is lowest.

Abdelghani-Idrissi et al. �14� have applied a first-order response
with a time constant to analyze transient step-changes of mass
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flow rates in a tubular counter-flow heat exchanger. A decreasing
linear time constant arises with the hot fluid stream, while the cold
fluid exhibits both linearly increasing and uniform time constants
along the heat exchanger. A step-change of flow rate is applied to
the hot fluid stream, but not the cold stream, thereby affecting the
time constants. Analytical expressions for the time constants were
derived for all cases. Although good agreement between predicted
results and experimental data was achieved, the formulation re-
quires a time lag and characteristic time constant, which depend
on additional �unknown or unavailable� experimental or numerical
data.

Gowda and co-workers �15� have applied a velocity correction
procedure with finite element simulations to predict transient flow
conditions in an in-line tube bank. The semi-implicit algorithm is
solved for a Reynolds number of 100 and pitch-to-diameter ratios
between 1.5 and 2.0. A Galerkin weighted residual formulation
was adopted in the numerical simulations. The time evolution of
streamlines, as well as Nusselt numbers, pressure and shear stress
distributions were reported by the authors.

In the detailed design of heat exchangers, a common goal in-
volves higher rates of heat exchange, without excessively raising
the pressure drop throughout the system. Many thermal tech-
niques, such as fins and baffles, are effective for enhancing the
rate of heat exchange, but at the expense of excessive pressure
losses. This tradeoff can be effectively expressed through a re-
duced rate of total entropy production �16,17�. Thus, combining
CFD �computational fluid dynamics� with entropy generation pre-
dictions has useful benefits in heat exchanger analysis. These pre-
dictions can be well supplemented by measured data �18� involv-
ing local irreversibilities throughout the heat exchanger.

As discussed previously, past studies of transient responses
within heat exchangers have generally involved numerical meth-
ods �19,20� or Laplace transforms �21�. Due to the complexity of
simulating internal flows within heat exchangers, numerical solu-
tions have exhibited difficulties with stiffness, instability and poor
convergence. Also, solution inversion from the transformed do-
main has led to notable difficulties with analytical transform
methods �21�. Jin and Jensen �9� have developed useful integral
methods, but with limitations to cases of constant coefficients and
single step-changes in temperature. This article extends those de-
velopments to cases with varying convection coefficients, due to
changes of vapor fraction on the two-phase side of the heat ex-
changer, as well a multiple step-changes of temperature.

2 Problem Formulation
The quality of aircraft cabin air is important for comfort of long

and short distance travelers. The air must be clean, pressurized,
and kept at a comfortable temperature. At cruise altitudes, the
outside air temperature and humidity are typically −56 C and 2%,
respectively. Outside air and re-circulated internal air are passed
through heat exchangers before supplying the cabin. Outside air
flows through the compressor and becomes hotter and pressurized.
A portion of air drawn off for the passenger cabin is first cooled
by heat exchangers in the engine struts and then air conditioning
units under the floor of the cabin. These heat exchangers �ana-
lyzed in this article� often use a refrigerant-based air conditioning
process for cooling. A water separator removes moisture con-
densed during the refrigeration process. The cooled air is mixed
with filtered air from the passenger cabin, which is then sent to the
cabin and distributed through overhead outlets. Exiting air flows
below the cabin floor into a lower lobe of the fuselage. The cabin
has a high overall air-change rate. All cabin air is typically re-
placed by an incoming mixture of outside air and filtered air in
intervals of about two to three minutes.

Consider transient heat transfer within a cross-flow heat ex-
changer, between a single-phase fluid �air� and an evaporating
fluid �such as R134a�. Several assumptions will be adopted in the
following analysis: �i� constant mass flow rate of each fluid, �ii�
constant specific heat of single-phase fluid through the heat ex-

changer, �iii� fluid temperatures are only functions of time �t� and
position �x�, �iv� longitudinal and transverse heat conduction
within the wall and fluids are negligible, compared to convection,
and �v� no chemical reactions within the fluid or wall. Yin and
Jensen �9� have considered transient heat exchanger response un-
der these assumptions. This article makes extensions to that
model, particularly for varying convection coefficients �due to
phase change in the secondary stream� and multiple step-changes
in temperature.

Consider a differential control volume of thickness dx within
the wall �see Fig. 1�. In this control volume, the transient change
of wall temperature balances the convective heat transfer from the
single-phase fluid, minus convective heat transfer to the phase-
change fluid, i.e.,

mwcpw

�Tw

�t
= hs�x�Ac�Ts − Tw� − hc�x�Ac�Tw − Tc� �1�

Performing a similar energy balance within differential control
volumes in the single-phase fluid and phase-change fluid,
respectively,

mscps

�Ts

�t
+ ṁscpsL

�Ts

�x
= hs�x�As�Tw − Ts� �2�

ṁcLhfg

��

�x
= hc�x�Ac�Tw − Tc� �3�

where hfg and � refer to the latent heat of evaporation and vapor
phase fraction, respectively. On the right side, the heat transfer
coefficient, hc, depends on the flow regime in two-phase condi-
tions, i.e., slug flow, annular, transition, mist �see Fig. 2�. Equation
�3� represents an energy balance for a differential control volume
encompassing the constant temperature fluid, which undergoes a
change of phase �see Fig. 1�. For a quasi-stationary approxima-
tion, the net enthalpy difference across streamwise edges of the
control volume balances the convective heat transfer across the
wall. This approximation assumes that streamwise heat transport
throughout the fluid occurs rapidly, in comparison to the time
scale associated with stabilized movement of the phase interface.
As a result, a transient term appears in the heat balance at the
phase interface, but it will be neglected relative to the heat
convection term in Eq. �3�.

Fig. 1 Schematic of heat exchanger control volumes

Fig. 2 Varying convective heat transfer coefficients
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Under steady-state conditions, the heat transfer rate for a paral-
lel flow heat exchanger in Fig. 1 must be multiplied by F �correc-
tion factor� to establish the heat transfer rate for a heat exchanger.
The steady-state profiles for the fluid and wall temperatures must
be modified accordingly. Thus, the convective heat flux in the
previous energy balance is multiplied by the correction factor. It
can be shown that equivalent results are obtained, except that
N2→FN2, N3→FN3, and NTU→F�NTU� are replaced in the
final temperature distributions. In the correction factor correla-
tions and figures, an important observation is F=1 if P=0 or
R=0, which can occur if the temperature change of either fluid
stream is negligible �such as condensation or boiling�. In the
steady state, the heat exchanger characteristics become indepen-
dent of the specific configuration, as one of the fluids undergoes
phase change and its temperature change is negligible. Thus, the
results for crossflow and parallel flow heat exchangers become
equivalent, when the convection coefficients are uniform.

Define x*=x /L �nondimensional position�, t*= t�ṁs /ms� �nondi-
mensional time�, T*= �T /Ts,in� / �Tc,�−Ts,in� �nondimensional tem-
perature� and the following additional non-dimensional variables:

N1 =
mwcpw

mscps
�4�

N2�x� =
hc�x�Ac

ṁscps

�5�

N3�x� =
hs�x�As

ṁscps

�6�

N4 =
ṁc

ṁsJa
�7�

NTU =
N2N3

N2 + N3
�8�

where the Jacob number is Ja=cps�Tw−Ts� /hfg. Using these non-
dimensional variables, the energy equations in both fluids and the
wall become

N1
�Tw

*

�t* + N2�x��Tw
* − 1� + N3�x��Tw

* − Ts
*� = 0 �9�

�Ts
*

�t* +
�Ts

*

�x
= N3�x��Tw

* − Ts
*� �10�

N4
��

�x* = N2�x��Tw
* − 1� �11�

Integrating over the length of the heat exchanger �x*=0→1�,
the governing equations become

N1
�

�t*��
0

1

Tw
* dx*� +�

0

1

N2�Tw
* − 1�dx* + N3��

0

1

Tw
* dx*

−�
0

1

Ts
*dx*� = 0 �12�

�

�t*��
0

1

Ts
*dx*� + Ts

*�1� − Ts
*�0� = N3��

0

1

Tw
* dx* −�

0

1

Ts
*dx*�

�13�

N4���1� − ��0�� =�
0

1

N2�Tw
* − 1�dx* �14�

In order to evaluate the initial and steady-state temperatures, the
previous governing equations can be solved without the transient
terms, since the initial and steady-state conditions do not change
during a specified time interval. This interval refers to the period
between step-changes of fluid temperature. Initially, a step-change
of fluid temperature �Tc

0→Tc
�� is applied and the transient re-

sponse of both fluid streams must be predicted. Furthermore, the
time required to stabilize the outlet temperature will be calculated.

Using the steady-state and initial temperature profiles, it can be
shown that the fluid and wall temperatures can be approximated in
the following manner �see Appendix A�:

Ts
* = �1 − e−NTUx*

� f̃�t*� �15�

Tw
* = �1 −

NTU

N2
e−NTUx*�g̃�t*� �16�

where

f̃�t*� = f�t*� + Tc
*0�1 − f�t*�� �17�

g̃�t*� = g�t*� + Tc
*0�1 − g�t*�� �18�

Then, these profiles are substituted into the integral equations,
which can be integrated from x*=0→1 to give

N1
dg̃�t*�

dt* �1 +
1

N2
e−NTU −

1

N2
�

+ N2����g̃�t*��1 +
1

N2
e−NTU −

1

N2
� − 1	

+ N3g̃�t*��1 +
1

N2
e−NTU −

1

N2
�

− N3 f̃�t*��1 +
1

NTU
e−NTU −

1

NTU
� = 0 �19�

df̃�t*�
dt* �1 +

1

NTU
e−NTU −

1

NTU
� − N3g̃�t*��1 +

1

N2
e−NTU −

1

N2
�

+ �1 − e−NTU� f̃�t*� − N3 f̃�t*��1 +
1

NTU
e−NTU −

1

NTU
� = 0

�20�

Simplifying and re-arranging these equations

df̃�t*�
dt* = C1 f̃�t*� − C1g̃�t*� �21�

dg̃�t*�
dt* = D1 f̃�t*� + D2g̃�t*� + D3 �22�

where

C1 =
− N3�NTU + e−NTU − 1� − NTU�1 − e−NTU�

NTU + e−NTU − 1
�23�

D1 =
N3 + �N3/NTU�e−NTU − N3/NTU

N1 + �N1/N2�e−NTU − N1/N2
�24�

D2 = −
N2 + N3

N1
�25�

D3 =
N2

N1 + �N1/N2�e−NTU − N1/N2
m �26�

Define the following modified function:
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ĝ�t*� = g̃�t*� −
C1D3

C2D1 − C1D2
�27�

Then, combining the previous governing equations

d2ĝ

�t*2 −
dĝ

dt* �C1 + D2� − ĝ�C2D1 − C1D2� = 0 �28�

Solving this equation and substituting into Eqs. �21� and �27�
yields

f̃�t*� = a��1 − D2

D1
�e�1t* + b��2 − D2

D1
�e�2t* −

C1D2D3

D1�C2D1 − C1D2�

−
D3

D1
�29�

g̃�t*� = ae�1t* + be�2t* +
C1D3

C2D1 − C1D2
�30�

The constants are obtained from the initial conditions, f̃�t*=0�
=Tc

*0= g̃�t*=0�, i.e.,

a = �D1 + D2 − �2

�1 − �2
�Tc

*0 +
D3�C1�2 − C1D2 − C2D1�
��1 − �2��C1D2 − C2D1�

�31�

b = − �D1 + D2 − �1

�1 − �2
�Tc

*0 −
D3�C1�1 − C1D2 − C2D1�
��1 − �2��C1D2 − C2D1�

�32�

Also, the roots of the auxiliary equation are

�1,2 = 1
2�C1 + D2 ± 
�C1 + D2�2 + 4�C2D1 − C1D2�� �33�

In the next section, cases with varying convection coefficients will
be examined.

3 Formulation of Varying Convection Coefficient
Model

From the mean value theorem of calculus, there exists � in 0
���1 for Eq. �14� where

�
0

1

N2�Tw
* − 1�dx* = N2����

0

1

�Tw
* − 1�dx* �34�

This approximation will be adopted and N2��� will be evaluated
after the spatial integrations can be completed from solutions in
the previous section, i.e.,

N2��� =

�
0

1

N2�Tw
* − 1�dx*

�
0

1

�Tw
* − 1�dx*

�35�

In this way, both spatial and temporal variations of the convection
coefficient are considered. Based on the solutions derived in the
previous section and Eq. �35�, the mean value of the varying con-
vection coefficient can be determined from

N2��� =

�
0

1

N2�Tw
* − 1�dx*

�
0

1

�Tw
* − 1�dx*

=
N4���1� − ��0��

g̃�t*��1 + e−NTU/N2 − 1/N2� − 1

�36�

This equation can be solved implicitly for N2, but nonlinear itera-
tions are required since the solution of g̃�t*� depends on N2.

The mean value of N2 is the value required to establish the
given exit vapor quality, ��1�. It does not refer to a mean value,

but rather an integrated value that satisfies the overall energy bal-
ance in Eq. �14�. The value of N2 is a dimensionless group includ-
ing the heat transfer coefficient, hc. This coefficient varies with x
�space� and t �time�. The spatial distribution of N2 in Eq. �14� is
initially unknown, so the mean value theorem and temperature
distribution from Eq. �16� are used to approximate its value in Eq.
�35�. Rather than serving as an average value, it represents the
value required to satisfy the overall energy balance between latent
heat absorbed by the phase change fluid and convective heat trans-
fer across the wall. In a design process, the first step would deter-
mine the required value of N2. The next step would provide a
method from which a suitable mean heat transfer coefficient, hc,
can be calculated from given data, in order to find the required
heat transfer surface area from the value of N2. This paper analy-
ses the first step of this design process, but not the second step.

Iteration is required to calculate N2 in Eq. �36�. It can be ob-
served that N2 appears on both left and right sides of Eq. �36�. An
initial constant convection coefficient is substituted in the denomi-
nator of the right side to predict a first-order “corrected value” of
N2. The converged value accommodates changes of the convec-
tion coefficient, due to varying flow regimes in the two-phase side
of the heat exchanger. For example, �two-phase boiling flows�, the
convection coefficient rises rapidly in the slug/annular flow re-
gimes, falls in the transition regime and rises moderately for mist
flow and convection of pure vapor when the vapor fraction ap-
proaches �=1 at the outlet �see Fig. 2�.

In the current formulation, the convection coefficient varies
with both position �x*� and time �t*� within the heat exchanger,
due to the step-change in temperature and varying modes of boil-
ing between the inlet and outlet. In the previous derivation, the
spatially varying portion of the convection coefficient was inte-
grated from x*=0→1, thereby yielding a mean value of N2���
from the mean value theorem of calculus. This formulation will be
called the VCC model �varying convection coefficient model�.

A challenge in the heat exchanger analysis is the phase change
process in the condenser/evaporator. When a fluid stream within
the heat exchanger experiences a change of phase due to boiling/
condensation, then it can be more helpful to evaluate enthalpy
�rather than temperature� in the energy balances. Temperature is
assumed to remain nearly constant during the phase change, even
though heat is transferred between the fluid streams. Based on the
enthalpy difference, the analysis must include both the latent and
sensible heat portions of the energy transfer between different
fluid streams in the heat exchanger.

Based on the definitions of the R and P factors in classical heat
exchanger analysis �2�, the P factor approaches zero when the
fluid stream in the tube flow experiences no change of tempera-
ture. This situation arises in condensers and evaporators since the
temperature remains approximately constant due to the change of
phase. If the other fluid is the condensing or evaporating stream,
then R approaches zero instead. Since the temperature of the fluid
undergoing phase change does not appreciably change along the
flow path, it may be interpreted in view of a single phase stream
with a capacity rate, C, approaching an infinite value. For ex-
ample, a single-phase stream would approach isothermal flow
when its flow rate becomes large. Unlike single-phase flows in
heat exchangers, a difficulty in the analysis of condensers and
evaporators is the unknown phase change regimes experienced by
the other fluid stream.

Since the heat transfer coefficient depends on the local phase
fraction, which varies throughout the flow path, this heat transfer
coefficient becomes position dependent. However, the phase
distribution is typically unknown until the flow field solution is
obtained. This suggests the importance of a systematic procedure
for analyzing the heat transfer processes in condensers and evapo-
rators. A proposed procedure for such analysis is summarized
below.
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�1� A boundary condition is applied at the heat exchanger
inlet;

�2� a suitable forced convection correlation is used up to the
point where phase change is first realized;

�3� the phase transition is identified when the mass fraction
of the multiphase stream becomes nonzero. A change of
phase fraction can be detected from the temperature
�with respect to the phase change temperature� or en-
thalpy �with respect to an equation of state�;

�4� at the first point experiencing phase change, the phase
fraction can be computed and the appropriate flow re-
gion is identified. Then, the appropriate heat transfer
correlation for that flow regime can be adopted based on
suitable correlations;

�5� near the saturation points, a suitable convection correla-
tion may be adopted with property values evaluated
along the saturated liquid and vapor lines.

A similar procedure can be adopted for both types of two-phase
flows, i.e., condensation or boiling. In boiling problems, a two-
phase flow map may be needed to identify the flow regime based
on the computed phase fraction. This two-phase flow mapping
would distinguish between flow regimes, such as wavy, annular,
and slug flow regimes. For example, if saturated liquid enters the
tube, evaporation occurs initially by bubbles growing along the
heating surface. As the vapor fraction increases, transition occurs
to plug flow, followed by slug flow.

Since an integral method is adopted in the current analysis, only
inlet and outlet values of the vapor phase fraction are needed.
Once the mixture becomes saturated vapor, subsequent heat addi-
tion is transferred to the vapor in a superheated state. The average
heat transfer coefficient is effectively computed as an arithmetic
average of coefficients throughout the flow path.

4 Formulation of Second Step-Change of Temperature

After a time of t*= t1
*, consider another step-change in tempera-

ture, i.e., Tc
�→Tc1. The previous procedure can be repeated, but

the spatial temperature profile before the step-change is applied as
the initial condition for the new period, i.e.,

Ts
*0 = f̃�t1

*��1 − e−NTUx*
� �37�

Tw
*0 = f̃�t1

*��1 −
NTU

N2
e−NTUx*� �38�

For the steady-state profiles

Ts
*� = Tc1

* �1 − e−NTUx*
� �39�

Tw
*� = Tc1

* �1 −
NTU

N2
e−NTUx*� �40�

Thus, the single-phase and wall temperatures become

Ts
* = �1 − e−NTUx*

�F̃�t*� �41�

Tw
* = �1 −

NTU

N2
e−NTUx*�G̃�t*� �42�

The modified time functions �F̃ and G̃� are expressed as follows:

F̃�t*� = Tc1
* F�t*� + f̃�t1

*��1 − F�t*�� �43�

G̃�t*� = Tc1
* G�t*� + f̃�t1

*��1 − G�t*�� �44�

These time functions satisfy analogous governing equations and
initial conditions in the transformed time coordinate �t̂*= t*− t1

* , �,
i.e.,

dF̃�t*�
dt* = C1F̃�t*� − C1G̃�t*� �45�

dG̃�t*�
dt* = D1F̃�t*� + D2G̃�t*� + D3 �46�

subject to F̃�0�= f̃�0�= G̃�0�. The solutions are

F̃�t*� = a��1 − D2

D1
�e�1t* + b��2 − D2

D1
�e�2t* −

C1D2D3

D1�C2D1 − C1D2�

−
D3

D1
�47�

G̃�t*� = ae�1t* + be�2t* +
C1D3

C2D1 − C1D2
�48�

where the constants become

a = �D1 + D2 − �2

�1 − �2
� f̃�t1

*� +
D3�C1�2 − C1D2 − C2D1�
��1 − �2��C1D2 − C2D1�

�49�

b = − �D1 + D2 − �1

�1 − �2
� f�t1

*� −
D3�C1�1 − C1D2 − C2D1�
��1 − �2��C1D2 − C2D1�

�50�

Based on these solutions, the time required to stabilize back to
Tc

0 for a case of Tc1=Tc
0 �case without step-change in temperature�

can be predicted. For example, equating Ts
* with Eq. �15� and

setting x*=1 allows us to find the time required for the outlet
temperature to re-stabilize after the step-change in temperature

Tc
*0�1 − e−NTU� = �1 − e−NTU��Tc1

* F�t̃*� + f̃�t1
*��1 − F�t̃*���

�51�

Substituting the previous solution for Ts
*, this yields a nonlinear

equation for the unknown time

Tc
*0 − f̃�t1

*�

Tc1
*0 − f̃�t1

*�
= ��2e

�1t̃* − �1e
�2t̃*��1 − f̃�t1

*�� + �1 − �2 �52�

This can be solved for the nondimensional time to establish the
required stabilization time.

Rather than a step-change in the upper temperature, consider
another case of a step-change in the lower temperature Ts

0→Ts
� at

time t=0. In this case, the nondimensional temperature is re-
defined as

T* =
T − Tc,in

Ts
� − Tc,in

�53�

In this case, Tc
*→Ts,in

* can be replaced in the initial temperature
profile and Ts

*�→1 can be approximated in the steady-state
profile.

5 Results and Discussion
This work was motivated by a need to predict the transient

response to step-wise temperature changes in an aircraft two-
phase heat exchanger. The specific working fluids of interest are
refrigerant �R134a� and air �see Appendix B�. But in order to
provide more generality to a range of flow conditions or other
working fluids, the following results will be presented in nondi-
mensional form. In this section, results from the following six test
cases are presented: �i� Transient profiles with N2=1, N3=1 �Figs.
3 and 4�, �ii� transient profiles with N2=10, N3=1 �Figs. 5 and 6�,
�iii� transient profiles with N2=10, N3=10 �Figs. 7 and 8�, �iv�
spatial profiles with N1=300, N2=N3=1 �Figs. 9 and 10�, �v� spa-
tial profiles with N1=300, N2=N3=1 �Fig. 11�a�� and �vi� spatial
profiles with N1=300, N2=N3=10 �Fig. 11�b��. In the numerical
simulations, a steady state condition is reached throughout the
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entire system at time zero-minus. Then, the constant temperature
fluid undergoes an instantaneous step change in temperature at
time zero �from Tc

0→Tc
��. This creates spatial distributions of the

single-phase fluid and wall temperature distributions, which are
given by Eqs. �A5� and �A6� in the Appendix. These distributions
represent the initial conditions for all six cases in this section. The
boundary conditions for the six cases of single phase fluid at the
inlet are given by Tc

*�x*=0�=0 and �i� ��0�=1, �ii� ��0�=1, �iii�
��0�=0.1, �iv� ��0�=0, �v� ��0�=0, and �vi� ��0�=0, 0.2, and 0.4.

In the numerical results, a step-change of temperature is applied
at the initial time �t*=0� and subsequent transient responses of

fluid and wall temperatures are predicted. In the legends, the ac-
ronyms refer to the varying convection coefficient model �VCC
model� and numerical simulations with a dynamic Modelica simu-
lator �DYMOLA �9��. Also, comparisons were made against data
from Yin and Jensen �9�. The subscripts “out” refer to calculations
at the outlet of the heat exchanger �x*=1�. In cases 1–3, Tc

*0=0
and the results are depicted at the outlet of the heat exchanger,
while Tc

*0=0.4 in cases 4 and 5.
At the initial time �t*=0�, the fluid undergoes a step-change of

inlet temperature and the fluid eventually stabilizes to a new
asymptotic temperature after a sufficient period of time has

Fig. 3 Fluid and wall temperatures „Case 1…

Fig. 4 Effects of varying convection coefficients „Case 1…

Fig. 5 Fluid and wall temperatures „Case 2…

Fig. 6 Effects of varying convection coefficients „Case 2…
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elapsed. In Fig. 3, the transient responses of the outlet fluid and
wall temperatures to this step-change are plotted at different val-
ues of N1. Close agreement between the VCC model and past
data, as well as numerical simulations with Modelica �9�, can be
observed. Both wall and fluid temperatures stabilize faster at
lower values of N1, since this entails lower thermal inertia of the
wall. Also, a larger mass of fluid promotes heat exchange rapidly,
either with a larger volume of heat exchanger or larger mass flow
rates through the heat exchanger. These results represent transient
profiles at the outlet, so lower stabilization times would be ob-
served upstream, since a certain time is required for thermal dis-
turbances to propagate downstream.

In Fig. 4, the latter case of Fig. 3�b� is re-considered
�N1=300�, but accounting for varying convection coefficients.
Pure liquid enters the two-phase heat exchanger, while vaporiza-
tion leads to pure vapor with a vapor fraction of 1.0 at the outlet.
Varying Jacob numbers are considered, as they represent a range
of possible inlet saturation conditions leading to different values
of the latent heat of vaporization. The coefficient N4 increases at
larger values of the latent heat of vaporization, or smaller tem-
perature differences between fluid streams. In Fig. 4, it can be
observed that similar time periods are needed for stabilized outlet
fluid temperatures, but the fluid temperature becomes smaller at

Fig. 7 Fluid and wall temperatures „Case 3…

Fig. 8 Effects of varying convection coefficients „Case 3…

Fig. 9 Spatial variations of fluid and wall temperatures
„Case 4…

Fig. 10 Effects of varying convection coefficients „Case 4…
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higher values of N4. In those cases, the latent heat of vaporization
is larger, so a longer heat exchanger is needed to vaporize a given
flow stream from inlet liquid to outlet vapor conditions. As a
result, additional heat exchange provides more cooling and lower
outlet temperatures for the case of N4=2.0.

In case 2 �Fig. 5�, a higher value of N2=10 is considered. Close
agreement between predicted results �VCC Model�, past data and
numerical simulations can be observed. Comparing Figs. 5�a� and
5�b�, similar periods of time are needed for stabilized outlet fluid
and wall temperatures. In Fig. 6, changes of the convection coef-
ficient occur with varying outlet phase fractions of vapor. At the
inlet, the vapor phase fraction is 1.0, but outlet phase fractions of
1.0, 0.75, and 0.5 are considered. Either the Jacob number
changes �due to a lower inlet saturation pressure� or the heat ex-
changer volume decreases, so the exiting fluid stream is not en-
tirely vaporized in the latter two cases of Fig. 6. As a result, less
heat exchange entails less cooling of the single-phase fluid stream
and higher temperatures are observed when the outlet vapor frac-
tion is 0.5. The value of N2 varies throughout the heat exchanger
in Fig. 6, due to varying flow regimes between inlet liquid and
outlet conditions �see Fig. 2�.

Figures 7 and 8 illustrate results for case 3. Comparisons of
these results with previous cases �Figs. 3–6� show the sensitivity
of the transient response to values of N2 and N3. at fixed values of
N1. For example, Figs. 5�a� and 7�a� show fluid temperature re-
sults for N1=700, N2=10, and different values of N3. It appears
that stabilized temperatures will be reached earlier at lower values
of N3, due to the larger heat transfer coefficient or heat exchanger
volume in those cases. Figures 3�a� and 5�a� show fluid tempera-
ture results for N1=700, N3=1 and different values of N2. Stabi-

lized fluid temperatures are reached earlier in Fig. 5�a�, since
larger values of N2. entail a larger heat transfer coefficient on the
two-phase side of the heat exchanger. In Figs. 3�b� and 5�b�, wall
temperature results are shown for N1=300, N3=1 and different
values of N2. Similar trends for the wall temperatures are ob-
served in this case, as well as Figs. 5�b� and 7�b�, which show the
wall temperature results for N1=300, N2=1 and different values
of N3.

Rather than assuming constant values of N2 throughout the heat
exchanger, Fig. 8 considers both spatial and temporal variations of
N2. In the solution procedure, these variations are integrated to the
outlet of the heat exchanger. The inlet vapor fraction is 0.1
�bubble/slug flow regime� and the outlet vapor fraction is 0.9
�mist flow regime in Fig. 2�. The fluid temperatures stabilize more
rapidly at smaller values of N1, since the larger mass of single-
phase fluid entails a larger volume on that side of the heat ex-
changer. The results have been derived from the VCC Model,
which was shown to exhibit close agreement with past data in
Fig. 7 for the case of constant convection coefficients.

Spatial variations of both fluid and wall temperatures are illus-
trated in the remaining figures. In Fig. 9, close agreement between
the VCC model and past data, including numerical simulations
with Modelica �9� can be observed. Both fluid and wall tempera-
tures rise nearly linearly from the inlet to the outlet. Departure
from these linear profiles can be observed in Fig. 10, when the
convection coefficient changes throughout the heat exchanger. In-
creasing linearity is observed for cases with higher values of N4
�corresponding to smaller Jacob numbers and larger values of the
latent heat of vaporization�. Faster cooling of the single-phase
stream occurs in those cases, as more heat is absorbed from the
phase-change fluid for a fixed difference of phase fraction be-
tween the inlet and outlet.

Cases 5 and 6 with higher values of N1 and N2 are illustrated in
Fig. 11. Unlike nearly linear profiles of fluid temperature in
Fig. 11�a�, the temperatures rise more rapidly to the outlet values
in Fig. 11�b�. The energy balance within the flow stream involves
cross-stream conduction through the wall to the other side of the
heat exchanger, as well as streamwise transport by convection.
Larger values of N3 correspond to higher convection coefficients
or a larger cross-sectional area in the single-phase fluid side of the
heat exchanger. Larger convective exchange implies that the fluid
temperature rises more rapidly in the streamwise direction. In
Fig. 11, close agreement can be observed between predicted re-
sults, numerical simulations and past data presented by Yin and
Jensen �9�.

In Fig. 12, Case 6 is re-considered, but with varying values of
N2�x , t� throughout the heat exchanger, rather than constant values
assumed in Fig. 11. The outlet vapor fraction is 1.0 and a single
point in time �t*=14� is shown. It can be observed that the fluid

Fig. 11 Spatial temperature variations—„a… Case 5 and „b…
Case 6

Fig. 12 Effects of varying convection coefficients „Case 6…
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temperature rises more rapidly to the outlet value in cases involv-
ing higher inlet vapor fractions. In order that the fluid stream is
fully vaporized by the outlet, better heat exchange is required in
the case with an inlet vapor fraction of 0. For refrigerative cooling
in this application, it implies that better cooling is achieved in that
case, thereby explaining why the case with ��0�=0 yields colder
temperatures than the other two cases in Fig. 12. These results
exhibit realistic trends when considering changes of fluid tempera-
ture within a heat exchanger. For benchmark cases, close agree-
ment between the VCC model, past data, and numerical simula-
tions with a dynamical simulator has been demonstrated. As a
result, the VCC model provides a useful design tool for predicting
transient responses of both fluid and wall temperatures, including
effects of varying convection coefficients, in a two-phase heat
exchanger.

6 Conclusions
In this article, transient changes of fluid and wall temperatures

in a two-phase heat exchanger were reported. Past integral meth-
ods were extended to cases involving varying convection coeffi-
cients, arising from changes of phase fraction on the single-
temperature side of the heat exchanger, as well a multiple step-
changes of temperature. In the newly formulated VCC model,
varying convection coefficients are related to changes of vapor
fraction between the inlet and outlet of the heat exchanger. The
formulation was expressed in terms of nondimensional coeffi-
cients of N1 �ratio of thermal capacities�, N2 �involving the vary-
ing convection coefficient�, N3 and N4 �two-phase Jacob param-
eter�. Both wall and fluid temperatures stabilize faster at lower
values of N1, since this entails lower thermal inertia of the wall. It
was shown that the fluid temperatures stabilize more rapidly at
smaller values of N1, since the larger mass of single-phase fluid
entails a larger volume on that side of the heat exchanger. Fluid
temperatures become smaller at higher values of N4. Departure
from linear temperature profiles was observed when the convec-
tion coefficient changes throughout the heat exchanger. Increasing
linearity was observed for cases with higher values of N4, due to
larger values of the latent heat of vaporization. Furthermore, it
was shown that the fluid temperature rises more rapidly to the
outlet value in cases involving higher inlet vapor fractions. Pre-
dicted results show close agreement with past data, including nu-
merical simulations with a dynamic simulator.
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Nomenclature
A � area �m2�

Ax � cross-sectional flow area �m2�
cp � specific heat �kJ/kgK�

F , P ,R � correction factor parameters for heat
exchangers

h � heat transfer coefficient �W/m2 K�
hfg � latent heat of vaporization �J/kgK�
Ja � Jacob number, Ja=cps�Tw−Ts� /hfg

L � heat exchanger length �m�
m � mass �kg�
ṁ � mass flow rate �kg/s�

NTU � number of transfer units
N1 � dimensionless group of N1=mwcpw / �mscps�
N2 � dimensionless group of N2�x�=hc�x�Ac / �ṁscps�
N3 � dimensionless group of N3�x�=hs�x�As / �ṁscps�
N4 � dimensionless group of N4= ṁc / �ṁsJa�

t � time �s�
tr � residence time �s�

T � temperature �K�
x � position �m�

Greek
� � root of auxiliary equation
� � vapor phase fraction
� � density �kg/m3�
� � nondimensional coordinate between 0 and 1

Subscripts
1,2 � point 1, 2 of a time period or function number

�N1, N2�
c � constant temperature fluid

fg � fluid-gas
in � inlet

out � outlet
s � single-phase fluid

w � wall
� � final condition

Superscripts
0 � initial condition
� � final condition
* � dimensionless form

Appendix A: Initial and Steady-State Temperature
Profiles

In the integral solution, streamwise profiles of temperature are
needed to evaluate the integrals. The temperature distributions
within the single-phase fluid and wall can be approximated by �9�

Ts
* = Ts

*0 + �Ts
*� − Ts

*0�f�t*� �A1�

Tw
* = Tw

*0 + �Tw
*� − Tw

*0�g�t*� �A2�

where the superscripts 0 and � refer to the initial condition and
steady state, respectively.

For the initial conditions, the wall temperature and single-phase
fluid temperature equations become

Tw
*0�N2 + N3� = N3Ts

*0 + N2 �A3�

�Ts
*0

�x* = N3�N3Ts
*0 + N2

N2 + N3
−

�N2 + N3�Ts
*0

N2 + N3
	 �A4�

Solving these equations subject to Ts
*0�x*→ � �=Tc

*0 yields

Ts
*0 = Tc

*0�1 − e−NTUx*
� �A5�

Tw
*0 = Tc

*0�1 −
NTU

N2
e−NTUx*� �A6�

The same procedure is used for the steady-state profiles, except
the simplified equations are solved subject to Ts

*��x*→ � �=1,
thereby yielding

Ts
*� = 1 − e−NTUx*

�A7�

Tw
*� = 1 −

NTU

N2
e−NTUx*

�A8�

These results are used to establish the temperature profiles in Eqs.
�15� and �16�.

Appendix B: Thermophysical Properties of Working
Fluids

For the specific applications of interest, typical operating con-
ditions for the aircraft heat exchanger include a refrigerant satu-
ration temperature and saturation pressure of −6 °C and
234.3 kPa, respectively. In the liquid phase, �l=1314.3 kg/m3,
cvl=0.872 kJ/kgK, cpl=1.325 kJ/kgK and �l=2.88	10−4 Pa s
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and k1=0.095 W/mK. The latent heat of vaporization is
hfg=203.1 kJ/kg. In the vapor phase, �v=11.65 kg/m3,
cvv=0.744 kJ/kgK, cpv=0.871 kJ/kgK and �v=1.05	10−5 Pa s
and kv=0.011 W/mK. The average incoming temperature of the
air stream is 300 K, with properties of �=1.16 kg/m3,
cp=1.007 kJ/kgK, �v=1.846	10−6 Pa s and k=0.0263 W/mK.
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In this paper, we derive an analytical solution of a two-
dimensional temperature field in a hollow sphere subjected to pe-
riodic boundary condition. The material is assumed to be homo-
geneous and isotropic with time-independent thermal properties.
Because of the time-dependent term in the boundary condition,
Duhamel’s theorem is used to solve the problem for a periodic
boundary condition. The boundary condition is decomposed by
Fourier series. In order to check the validity of the results, the
technique was also applied to a solid sphere under harmonic
boundary condition for which theoretical results were available in
the literature. The agreement between the results of the proposed
method and those reported by others for this particular geometry
under harmonic boundary condition was realized to be very good,
confirming the applicability of the technique utilized in the present
work. �DOI: 10.1115/1.2241914�

1 Introduction
There are several heat conduction problems that can be mod-

eled by a sphere of constant properties, for example, food freezing
and the hydrocooling of spherical fruits or vegetables �1�. The
solution of some cases of heat conduction problems can be found
in heat transfer literature. Heat conduction problems with periodic
boundary condition have some applications in engineering such as
penetration of the daily and annual temperature cycles into the
earth’s surface, heating up and cooling down phases in the Si-
emens Martin glass melting furnaces, wall temperature oscillation
of internal combustion engines, experimental methods for speci-
fying the thermal diffusivity of materials �2� and the temperature
field �3,4�, and also the thermal stresses caused by temperature
distribution. Trostel calculated thermal stresses caused by thermal
loads in a solid sphere �5�. Zubair and Chaudhry discussed the
solution for temperature and heat flux in a semi-infinite solid sub-
ject to periodic-type surface heat fluxes �6�. The calculation of

temperature distribution in a solid sphere under a periodic bound-
ary condition is presented in �4� that is simulated by harmonic
oscillation of the ambient temperature.

The purpose of this paper is to derive an analytical solution for
a two-dimensional heat conduction in a hollow sphere, subjected
to a periodic boundary condition. As for the validity of the results,
a comparison between the temperature distribution in a solid
sphere with the theoretical ones �4� is presented for the same
boundary condition. The results can be used for approximation to
the real problems with periodic boundary condition. They can also
be utilized to verify the time consuming complex computer cal-
culations.

2 Mathematical Model
The heat conduction equation in spherical coordinates for an

isotropic material that has temperature and time-independent
properties, and without heat source under axisymmetric condition,
is:

a2��

�t
=

�2�

�r2 +
2

r

��

�r
+

1

r2�cot �
��

��
+

�2�

��2� �1�

The initial temperature of the ambient and the hollow sphere are
zero. The inner boundary condition is insulated and the outer one
is assumed to be boundary condition of type 3:

�h���ro,�,t� − �a��,t�� = − k
��

�r
�

ro,�,t

�2�� ��

�r
�

ri,�,t

= 0

We consider that �a�� , t�= fo���go�t� where go�t� is assumed to be
a periodic function that is decomposed using Fourier series:

go�t� = �
m=1

�

�msin �2m�
t

p
� �3�

and fo��� is an arbitrary function.

3 Analytical Solution
The problem cannot be solved directly because of the depen-

dency of nonhomogeneous term, �a�� , t�, on time �5�. The solu-
tion of a heat-conduction problem with time-dependent boundary
condition can be related to the solution of the same problem with
time-independent boundary condition by means of Duhamel’s
theorem. Thus, first of all, the equation should be solved with the
assumption that the boundary condition is time independent. In
this situation the boundary and initial conditions are:

���ro,�,t� +
k

h

��

�r
�

ro,�,t
= fo���Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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� ��

�r
�

ri,�,t

= 0 �4�

��r,�,0� = 0 �5�

In this case, use was made of the superposition principle; the
solution is the sum of a steady solution, �s�r ,��, and a transient
solution, �t�r ,� , t�. The differential heat conduction equation in
steady form is:

�2�s

�r2 +
2

r

��s

�r
+

1

r2�cot �
��s

��
+

�2�s

��2 � = 0 �6�

where the boundary condition is given by Eq. �4�. The transient
differential equation is:

a2��t

�t
=

�2�t

�r2 +
2

r

��t

�r
+

1

r2�cot �
��t

��
+

�2�t

��2� �7�

and the following conditions must be satisfied:

��t�ro,�,t� +
k

h

��t

�r
�

ro,�,t
= 0

�8�� ��t

�r
�

ri,�,t

= 0

�t�r,�,0� = − �s�r,�� �9�

3.1 Steady-State Problem. To solve Eq. �6�, the method of
separation of variables is used. Two differential equations are ob-
tained, a Euler type and a Legendre type. Then, by applying Eq.
�4�, the solution of the steady state is:

�s�r,�� = �
n=0

�

Cn�n�r�Pn���; � = cos ��� �10�

where

�n�r� =
− �n + 1�ri

−�n+2�

��n� rn −
nri

�n−1�

��n� r−�n+1� �11�

��n� = − �n + 1�ri
−�n+2��ro

n + n
k

h
ro

�n−1��
− nri

�n−1��ro
−�n+1� − �n + 1�

k

h
ro

−�n+2�� �12�

Cn =
2n + 1

2 	
+1

−1

fo���Pn��� d� �13�

3.2 Transient Problem. Use was made of the method of
separation of variables to solve Eq. �7�. The boundary equation,
Eq. �8�, and Eq. �9� should be satisfied. When eigenvalues, �kn,
are calculated, the final solution of the transient problem can be
expressed as:

�t�r,�,t� = − �
k=0

�

�
n=0

�
1

	kn

n��knr�Pn���e−��kn/a�2t

�	
ri

ro

r2Cn�n�r�
n��knr�dr �14�

where

	kn =
r

2�kn

��kn

2 r2 − n�n + 1��
n
2 + �knr
n
n� + �kn

2 r2
n�
2�ri

ro

�15�


n��knr� =
1
�r
�J−�n+1/2���knro� +

k

2hro
�2�knroJ−�n+1/2�� ��knro�

− J−�n+1/2���knro���Jn+1/2��knr� − �Jn+1/2��knro�

+
k

2hro
2�knroJn+1/2� ��knro� − Jn+1/2��knro��

�J−�n+1/2���knr�� �16�

3.3 Temperature Field Under Time Varying Boundary
Condition. As we mentioned before, the temperature distribution
under a constant boundary condition is the summation of steady
and transient states:

��r,�,t� = �
n=0

� ��n�r� − �
k=0

�
1

	kn
e−��kn/a�2t
n��knr�

�	
ri

ro

r2�n�r�
n��knr� dr�CnPn��� �17�

Equation �17� expresses the temperature field under time-
independent boundary condition. In the case, the boundary values
depend on time; they have the variations in the forms:

dgo =
dgo

d�
d�

�18�

dCn =
dCn

d�
d�

It can be assumed that dgo /d�, dCn /d� are constant at some time,
�. Therefore the temperature distribution after t-� seconds after the
beginning of the influences can be expressed in the form �7�:

��r,�,t� = �
n=0

� ��n�r� − �
k=0

�
1

	kn
e−��kn/a�2t
n��knr�

�	
ri

ro

r2�n�r�
n��knr� dr�dCn

d�
Pn��� �19�

Thus, the temperature field can be obtained by summation of dCn
during d� and the influence of Cn�0�. The following equation is
proven by the method of integration by parts:

Cn�0�e−��kn/a�2t +	
�=0

t

e−��kn/a�2�t−��dCn

d�
d�

= Cn�t� − ��kn

a
�2	

�=0

t

Cn���e−��kn/a�2�t−�� d� �20�

Making use of Eq. �20�, the temperature field can be obtained in
the simplified form:

��r,�,t� = �
n=0

�

�
k=0

�

Dkn
n��knr�Pn���Tkn�t� �21�

where,

Dkn =
�kn

2

a2	kn
�22�
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Tkn�t� =	
0

t	
ri

ro

r2�n�r�
n��knr�Cn���e−��kn/a�2�t−�� dr d�

�23�

The heat flux of the outer surface of the sphere can be calculated
by:

Q = −	
0

2�	
0

�	
ri

ro

c��r,�,t�r2dr sin � d� d� �24�

Hence, the heat flux has the form:

Q = − 2�c�
n=0

�

�
k=0

�

Dkn	
ri

ro

r2
n��knr� dr	
−1

1

Pn��� d�Tkn�t�

�25�

By defining the dimensionless radius and time as,

r̄ =
r

ro
, t̄ =

t

p
�26�

Eq. �21� can be rewritten in terms of Biot and Fourier numbers;

Bi =
hro

k
, Fo =

p

a2ro
2 �27�

Since fo��� is an arbitrary function, for example, we considered:

fo��� = 1 + sin2 � �28�
With the assumption of,

�kn =	
r̄i

1

r̄2�n�r̄�
n��knr̄� dr̄ �29�

and considering Eqs. �23� and �29�, Tkn�t̄� can be obtained:

Tkn�t̄� = �kn�2n + 1

2
�	

−1

1

�2 − �2�Pn��� d�

	
�=0

t̄

�
m=1

�

�m sin �2m�t̄�e−�kn
2 Fo�t̄−�� d�

�30�

As t̄→� all exponential terms should vanish, hence Tkn�t̄� takes
the form:

Tkn�t̄� =
�kn

Fo�kn
2

��2n + 1

2
�	

−1

1

�2 − �2�Pn��� d�

���
m=1

�
�

�1 + �2mM2/�kn
2 �2

sin �2m�t̄ + �kn�� �31�

where the dimensionless quantities M and �kn are defined as:

M =� �

Fo
�32�

�kn = arc tan �−
2mM2

�kn
2 � �33�

Thus, the temperature distribution in a hollow sphere for a peri-
odic boundary condition when the inner boundary is insulated and
the outer one dissipates heat into the ambient can be expressed in
the form:

�̄�r̄,�, t̄� = �
n=0

�

�
k=0

� �2n + 1

2
���kn
n��knr̄�

	kn
�Pn���

�	
−1

1

�2 − �2�Pn��� d���
m=1

�
�m

�1 + �2mM2/�kn
2 �2

�sin �2m�t̄ + �kn�� �34�

Substituting the eigenvalues into Eq. �34�, the temperature distri-
bution at the outer surface can be obtained in the form:

�̄�1,�, t̄� = �
m=1

�

Am�m sin �2m�t̄ + �kn� �35�

where Am is the ratio of the oscillation amplitude of temperature
distribution in the sphere and the ambient temperature with the
same frequency and �kn is the phase difference. By calculating
and plotting Eq. �35�, the maximum amplitude of summation of
harmonic waves and the phase difference can be obtained.

4 Results and Discussion
To check our series solution, as a special case, we solved the

problem of a solid sphere with a harmonic boundary condition
with our method and compared the results with the corresponding
ones in the literature �5�. As presented in Figs. 1 and 2, they are in
excellent agreement.

It is evident from Figs. 1 and 2 that for small values of M �slow
oscillations of the outer ambient temperature�, the dimensionless
amplitude A is almost 1 and the phase difference � is approxi-
mately zero. For the large values of M �fast oscillations of the
outer ambient temperature�, values of A decrease from its maxi-
mum at the outer boundary to its minimum at the inner boundary
and the phase difference values are negative. For the large enough
values of M, only a thin boundary region of the sphere follows the
ambient temperature oscillation. For increasing r̄i at constant
Bi/M, the minimum of the phase difference decreases and occurs
at larger M.

Figures 3–8 show the oscillation amplitude and the phase dif-
ference for the hollow sphere under a periodic boundary condi-
tion, which is decomposed using Fourier series with different radii
and polar angles.

Fig. 1 Comparison between the result of the amplitude of a
one-dimensional temperature field of a solid sphere †8‡ and the
results for a solid sphere presented in †4‡ under the same
boundary condition
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Fig. 3 Dimensionless amplitude, A, when r̄i=0.2, �=60

Fig. 4 Dimensionless phase difference, �, when r̄i=0.2, �=60

Fig. 5 Dimensionless amplitude, A, when r̄i=0.2, �=30

Fig. 6 Dimensionless phase difference, �, when r̄i=0.2, �=30

Fig. 7 Dimensionless amplitude, A, when r̄i=0.7, �=30

Fig. 2 Comparison between the result of the phase difference
of a one-dimensional temperature field of a solid sphere †8‡ and
the results for a solid sphere presented in †4‡ under the same
boundary condition
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Figures 9 and 10 show the effect of r̄i on the variations of A and
� for the different values of M. For r̄i�0.5, A and � variations
are not considerable but for r̄i�0.5, the effect of r̄i is significant.
When r̄i tends to 1, A and � tend to 1 and 0, respectively. One can
observe from Figs. 9 and 10 that with increasing r̄i, A and � do
not increase necessarily, but for some values of r̄i they decrease.

Figure 11 shows the effect of Biot number on the variation of
Q�t� /Q�p� for M =2, r̄i=0.5 under the periodic boundary condi-
tion. When the Biot number increases, the heat flux becomes
larger and its value is positive in a half of a period and negative in
another half. Figure 12 shows the effect of r̄i on the variation of
Q�t� /Q�p� for M =2, Bi=1 under the periodic boundary condition.
As Fig. 12 shows, when the thickness of the sphere decreases, the
heat flux from the outer surface increases.

Nomenclature
a2 � inverse of thermal diffusivity, s /m2

c � specific heat capacity, J/kg.K
h � convection heat transfer coefficient, W/m2.K
k � thermal conductivity, W/m.K
p � period of the ambient temperature, s
r � radius, m

Fig. 11 Q„t… /Q„p… when M=2, Bi=1 under periodic boundary
condition

Fig. 12 Q„t… /Q„p… when M=2 under periodic boundary
condition

Fig. 8 Dimensionless phase difference, �, when r̄i=0.7, �=30

Fig. 9 Dimensionless amplitude, A, when M=2, �=30

Fig. 10 Dimensionless phase difference, �, when M=2, �=30
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t � time, s
A � dimensionless amplitude

Bi � Biot number
Fo � Fourier number
M � defined by Eq. �32�
Q � heat flux, W
V � volume of the hollow sphere, m3

Greek letters
� � temperature, K
� � eigenvalue
� � phase difference, rad

r ,� ,� � spherical coordinate
 � density, kg/m3

� � defined by Eq. �10�
� � function defined by Eq. �12�

 � eigenfunction

Subscripts
a � ambient
i � inner
o � outer
s � steady state
t � transient

Superscript
- �overbar� � dimensionless quantity
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Transient numerical simulations of fluid and heat flow were per-
formed for eight heat exchanger segments with cylindrical and
wing-shaped tubes in staggered arrangement. Their hydraulic di-
ameters dh were from 0.5824 to 3.899 cm for the cylindrical
tubes, and from 0.5413 to 3.594 cm for the wing-shaped tubes.
Based on the recorded time distributions of velocity uf�t� and
temperature Tf�t�, time average Reynolds number Re, drag coef-

ficient C̄d, and Stanton number St were calculated. In general, the
drag coefficient and the Stanton number are smaller for the wing-
shaped tubes than for the cylindrical tubes. However, with an
increasing hydraulic diameter, these differences between both
forms of tubes diminish. The time average values were further
used to construct the drag coefficient and the Stanton number as

polynomial functions C̄d�dh ,Re� and St�dh ,Re�.
�DOI: 10.1115/1.2241746�

Keywords: heat exchanger, tube shape, drag coefficient, Stanton
number, numerical analysis

1 Introduction
Assessing drag and heat transfer between fluid flow and a struc-

ture in a heat exchanger is crucial to determine its operational
parameters and performance already at the design stage. The as-
sessment can be done by experimental testing �e.g., �1–4�� and by
numerical calculations �e.g., �5–8��. Due to the nature of experi-
mental work, an experimental investigation of all prototype geom-
etries is not feasible. As an affordable substitute, numerical ap-
proaches and methods have been increasingly employed to
simulate processes in heat exchangers in order to find new designs
for emerging technological needs. Nevertheless, the direct numeri-
cal simulations of heat transfer processes in heat exchangers are
still computationally too demanding. Therefore, significant simpli-
fications, especially in the turbulence modeling and the wall effect
treatment, are necessary.

Horvat and Mavko �9� proposed an alternative approach based
on hierarchic modeling, in which the model and its computation
are split onto two distinct levels. On the first level, transient three-
dimensional numerical simulations of fluid and heat flow for ge-
ometry similar to a heat exchanger segment are performed. Based
on the calculated three-dimensional velocity and temperature dis-
tributions, local values of the drag coefficient and of the heat
transfer coefficient are determined. On the second level, an inte-
gral model �10�, which uses the calculated local coefficients as
input parameters, is applied to simulate heat transfer over a whole
heat exchanger. As the computationally most demanding terms of

momentum and heat transport are determined on a separate level,
the integral code is fast running, but still capable to accurately
predict the heat flow for a whole heat exchanger.

Seeking an optimal geometry of heat exchanger tubes, we per-
formed numerical simulations of fluid and heat flow for a larger
number of heat exchanger segments with a different form of tubes.
In this article, we would like to present computational results for
wing-shaped tubes based on a NACA profile in a staggered ar-
rangement. For comparison, the results of numerical simulations
performed for cylindrical tubes are also presented. The numerical
simulations cover laminar, transitional, as well as turbulent flow
regime.

To adequately model fluid and heat flow phenomena in the heat
exchanger segments, transient numerical simulations with a spe-
cial near-wall treatment were performed. These calculations were
used to obtain the time average values of the drag coefficient and

Stanton number. Based on these values, we constructed C̄d and St
as polynomial functions of the Reynolds number and a geometri-
cal parameter. For the most appropriate geometrical parameter, the
hydraulic diameter dh was chosen.

2 Geometrical Considerations
The numerical calculations were performed for a representative

elementary volume �REV� of a tube bundle with staggered ar-
rangement. The REV is colored grey in Fig. 1. The size and the
shape of REV were selected after a fair amount of testing. We
took under consideration errors arising from limiting the simula-
tion domain, overall flow dynamics in the simulation domain, and
needed computational resources. Based on the performed tests, it
was concluded that in order to get representative data, it is more
important to simulate longer time intervals than to enlarge the
simulation domain.

In the case of cylindrical tubes, the diameter was 3/8 in.
�9.525 mm�. The calculations were performed for four geometries
with different diagonal pitch-to-diameter ratio: p /d=1.125, 1.25,
1.5, and 2.0. For each geometry, the REV height h was equal to
the diagonal pitch p. The analysis was limited to the bundle ar-
rangements where the pitch in the x-direction px is equal to the
pitch in the y-direction py.

The geometries with the wing form of tubes were based on the
NACA four-digit-series of profiles e.g., NACA0020, where the
last two digits represent the thickness-to-chord ratio t /c �11�. In
general, the NACA profile coordinates are calculated as

y

c
= a0� x

c
�1/2

+ a1� x

c
� + a2� x

c
�2

+ a3� x

c
�3

+ a4� x

c
�4

�1�

For t /c=1/5, the coefficients are given by Ladson et al. �11�

a0 = 0.2969, a1 = − 0.126, a2 = − 0.3516
�2�

a3 = 0.2843, a4 = − 0.1015

To obtain a segment with the same fractions of the fluid phase and
the solid structure as in the case of cylindrical tubes

Vf ,cyl = Vf ,wing and Vs,cyl = Vs,wing, �3�

t /c was increased to 2/3. Therefore, the ordinates y in function �1�
were multiplied by �2/3�/�1/5�. Finally, the length of the chord c,
and consequently, the size of the REV were determined from the
requirement �3�.

3 Simulation Details
The CFX 5.7 commercial code �ANSYS, Inc. �12�� was used to

perform three-dimensional transient numerical simulations of air
flow and heat transfer in REV. The tube walls in REV were treated
as isothermal with the temperature Twall=35°C. To allow distur-
bances to propagate over the geometrical limits of the simulation
domain, the periodic boundary conditions were assigned in all
three directions for all other boundaries. In order to consistently
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model the flow, periodicity had to be imposed on the transport
equations in the streamwise direction.

As numerical results can be grid dependent, special care was
taken to construct the numerical grids with sufficient resolution
and uniformity. A basic criterion was the maximum nondimen-
sional wall distance y+ of the first layer of nodes. During the
simulations, the maximum y+ did not exceed the value of 2.0. The
timestep for the transient calculations was based on an average
time interval needed for a flow particle to pass the simulation
domain

tscale =
2px

uf
and dt �

tscale

80
�4�

The details of the mathematical model and the validation of the
numerical approach can be found in Horvat and Mavko �9�.

4 Results
The transient numerical simulations of fluid and heat flow in

REV were performed for the cylindrical and the wing-shaped
tubes in the staggered arrangement �Fig. 1� with four different
pitch-to-diameter ratios.

In order to extract relevant statistical values of physical vari-
ables, the volumetric average velocity

uf�t� =
1

Vf
�

V̂f

u�t,xi�dV �5�

and the temperature

Tf�t� =
1

uf�t�Vf
�

V̂f

u�t,xi�T�t,xi�dV �6�

were recorded at each timestep after statistical steady-state flow
conditions were reached. The length of the recording interval was
set on a case-by-case basis, and it was at least 150 times longer
that the time required for an average flow particle to travel the
length of the simulation domain �4�.

Using the obtained velocity distributions uf�t� and the tempera-
ture distributions Tf�t�, the Reynolds number

Re�t� =
�uf�t�dh

�
�7�

the drag coefficient

Cd�t� =
2�p

�uf
2�t�

�Af

Ao
� �8�

and the Stanton number

St�t� =
�T

Twall − Tf�t�
�Af

Ao
� �9�

time distributions were calculated for each case. Further on, their

time averages Re, C̄d, and St, and their standard deviations SRe,
SCd, and SSt were determined.

4.1 Drag Coefficient Functions. The time distributions of
Reynolds number Re�t� and drag coefficient Cd�t� were obtained
for both forms of tube cross sections. From the time distributions

Re�t� and Cd�t�, the statistical average values Re and C̄d were
calculated. Using the least-squares approximation, the calculated

values enabled us to construct C̄d for each form of tube cross
sections as a polynomial function of Reynolds number Re and
hydraulic diameter dh. For the cylindrical form of tube cross sec-
tions, the function

C̄d�dh,Re� = 0.2353 + 3.222 · 10−10dh
−4 + 1.348dh

1/2 + 64.47Re−1

− 1.855 · 10−5Re − 2.118 · 10−9Re2 �10�

was obtained. For the wing form of tube cross sections, we cal-
culated the following function:

C̄d�dh,Re� = − 0.3020 + 1.825 · 10−10dh
−4 + 3.854dh

1/2 + 2.875Re−1

− 6.518 · 10−7Re − 7.158 · 10−13Re3 �11�

Figure 2 presents contour plots of the drag coefficient polynomials
for the cylindrical �10� and for the wing �11� form of tube cross
sections.

The comparison of the contour plots in Fig. 2 shows that the C̄d
function is much steeper for the wing form than for the cylindrical

form of tube cross sections. For a given dh, C̄d monotonically

decreases with Re. If a value of Re is set, C̄d has its minimum for
a unique value of dh. This value of the hydraulic diameter dh is
higher for the cylindrical form ��0.012 m� than for the wing form
��0.0075 m� of tube cross sections.

In Fig. 3, the drag coefficient functions �10� and �11� for the
p /d=1.125, 1.25, 1.5, and 2.0 are compared with the discrete

values of C̄d that were obtained from the time distributions �8�. In
general, the constructed polynomial functions �10� and �11�, give
a good approximation of the discrete values. Larger discrepancies
exist only for p /d=1.5 at higher values of Re.

In the laminar region, where the Reynolds numbers are a few
hundred, the flow reaches steady-state conditions. Furthermore,

C̄d decreases with increasing Re much faster than in the turbulent
region. The transition is usually marked with strong oscillations,
where the flow periodically changes the direction and the span-

wise motion of the fluid becomes important. As a consequence, C̄d

increases. The increase of C̄d �Fig. 3� indicates that the transition
to turbulence occurs at slightly lower Re for the cylindrical form

Fig. 1 Geometrical arrangement of heat exchanger structure for p /d=1.25; cylindrical
„left… and wing „right… form
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than for the wing form of tube cross sections. In the turbulent

regime, C̄d changes at a much slower rate. Although, C̄d for the

cylindrical form is in general larger than C̄d for the wing form, the
difference with increasing dh becomes negligible at the pitch-to-

diameter ratio p /d=2.0 especially for larger values of Re.
Large oscillations were observed in the tube bundle with the

wing form of tube cross sections at p /d=1.5. These oscillations
are characterized by a separation of the boundary layer on the tube
walls. The location of the separation triggers strong unsteady

spanwise streams that increase C̄d. Similar behavior of the drag
coefficient distributions can also be observed in the diagrams of
the experimental data for the ellipsoidal form of tube cross sec-
tions recorded by Kays and London �2�.

4.2 Stanton Number Functions. Using the recorded time
distributions of Stanton number St�t�, the time averages St were
calculated for both forms of tube cross sections. From the calcu-
lated averages, the Stanton number approximation functions were
determined with the least-squares method.

For the cylindrical tube cross sections, the function

St�dh,Re� = − 0.02388 + 6.774 · 10−12dh
−4 − 0.01714dh

1/2

+ 6.553�dh/Re�1/2 + 2.090 · 10−7Re−3 + 1.271Re−1/2

+ 7.999 · 10−6Re − 2.945 · 10−13Re3 �12�

was obtained, whereas for the wing form of tube cross sections the
following function was calculated:

St�dh,Re� = − 0.01863 + 1.331 · 10−11dh
−4 + 0.1185dh

1/2

+ 9.180�dh/Re�1/2 + 0.2078Re−1/2 + 3.271 · 10−7Re

− 2.530 · 10−15Re3 �13�

Figure 4 presents contour plots of the Stanton number polynomi-
als for the cylindrical form �12� and for the wing form �13� of tube
cross sections. For the range of Re under consideration, the
amount of heat transfer crucially depends on the momentum trans-
fer from the fluid flow to the structure walls. Therefore, the St

Fig. 3 Drag coefficient distribution for the cylindrical form „�… and the wing form „�…;
„a… p /d=1.125, „b… p /d=1.25, „c… p /d=1.5, and „d… p /d=2.0

Fig. 2 Drag coefficient approximation functions „10… and „11…
for „a… the cylindrical form and „b… the wing form
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functions �Fig. 4� are similar to the C̄d functions �Fig. 2�. The
Stanton number monotonically decreases with increasing Re for
any given dh. This means that the flow velocity increases faster
than the convective heat transfer from the isothermal walls to the
fluid. Therefore, also the temperature Tf�t� as defined by �6� de-
creases with increasing Re. The contour plots �Fig. 4� also show
that if Re is set, St rapidly drops at small values of dh and then
gradually increases with the raising values of dh.

In Fig. 5, the Stanton number functions �12� and �13� for the
p /d=1.125, 1.25, 1.5, and 2.0 are compared with the discrete
values of St. The constructed polynomial functions �12� and �13�
give a satisfactory approximation of the discrete values. Larger
discrepancies can only be observed for the wing form of tube
cross section at p /d=1.5 where the flow oscillations occur. In the

laminar region, St decreases faster with increasing Re than in the
turbulent region. The transitional behavior that is evident from the

calculated values of C̄d �Fig. 3� shows almost no influence on the
St values. Figure 5 shows that St is larger for the cylindrical than
for the wing form of tube cross sections. Although, the difference
is large for small dh, it disappears at larger values of dh.

5 Conclusions
Transient numerical simulations of heat transfer were per-

formed for eight heat exchanger segments with the cylindrical and
the wing-shaped tubes in the staggered arrangement. Their hy-
draulic diameters dh were from 0.5824 to 3.899 cm for the cylin-
drical tubes, and from 0.5413 to 3.594 cm for the wing-shaped
tubes. Based on the calculated results, the time distributions of
Reynolds number Re�t�, drag coefficient Cd�t�, and Stanton num-
ber St�t� were obtained. It is important to mention that we encoun-
ter much more complex physical behavior than it was reported in
the available literature �e.g., �13–15��. Large flow oscillations and
semi-stochastic motion of the flow in the spanwise direction were
observed as the flow regime changes from laminar to turbulent.

Based on the recorded time distributions of velocity uf�t� and
temperature Tf�t�, time average Reynolds number Re, drag coef-

Fig. 4 Stanton number approximation functions „12… and „13…
for „a… the cylindrical form and „b… the wing form

Fig. 5 Stanton number distribution for the cylindrical form „�… and the wing form „�…;
„a… p /d=1.125, „b… p /d=1.25, „c… p /d=1.5, and „d… p /d=2.0
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ficient C̄d, and Stanton number St were calculated. The time av-

erage values Re, C̄d, and St were further used to construct the

polynomial functions C̄d�dh ,Re� and St�dh ,Re� for the cylindrical
and the wing-shaped tubes. These polynomial functions are to be
applied as input correlations in the integral model of a whole heat
exchanger �10�.

The calculated time average values Re, C̄d, and St also enabled
us to draw some conclusions on the thermal performance of the
cylindrical form and the wing form of tube cross sections. The

drag coefficient C̄d as well as the Stanton number St monotoni-
cally decrease with increasing Re for any hydraulic diameter dh.

On the contrary, C̄d and St exhibit minimum at a certain value of

dh for any given Re. The minimum C̄d of the cylindrical form was
found at dh�0.012 m, whereas for the wing form of tube cross

sections the minimum C̄d was observed at dh�0.0075 m. In ad-
dition, the minimum value of St was obtained at dh�0.0075 m
for both sets of tested forms.

In general, the values of C̄d and St are lower for the wing form
in comparison to the cylindrical form of tube cross sections. Al-
though, the differences are large at small dh, they practically dis-
appear at larger values of dh. This allows us to conclude that the
influence of different forms of bounding surfaces diminishes with
increasing dh.
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Nomenclature
Af � Vf /2px, fluid flow cross section
Ao � wetted surface
ai � coefficients of the NACA wing polynomial

Cd � 2�p /�uf
2 �Af /Ao�, drag coefficient

c � speed of sound, NACA wing chord length
d � diameter

dh � 4Vf /Ao, hydraulic diameter
dt � timestep
h � height of REV

Pr � Prandtl number
p � pitch between tubes, pressure

Re � �ufdh /�, Reynolds number
REV � representative elementary volume

St � �T / �Twall−Tf� �Af /Ao�, Stanton number
T � temperature

t � time, NACA wing thickness
tscale � 2px /uf, average time needed for a flow particle

to pass the simulation domain
u � streamwise velocity
V � volume

Vf � fluid volume in REV
y+ � nondimensional wall distance

Greek
� � dynamic viscosity
� � density
� � thermal conductivity

Subscript/Superscript
f � fluid phase
s � solid phase
t � turbulence model variable

wall � wall conditions
x � streamwise direction
y � horizontal spanwise direction
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